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Abstract. We derive an upscaled model describing the aggregation and deposition of colloidal
particles within a porous medium allowing for the possibility of local clogging of the pores. At the
level of the pore scale, we extend an existing model for colloidal dynamics including the evolution
of free interfaces separating colloidal particles deposited on solid boundaries (solid spheres) from
the colloidal particles transported through the gaseous parts of the porous medium. As a result of
deposition, the solid spheres grow reducing therefore the space available for transport in the gaseous
phase. Upscaling procedures are applied and several classes of macroscopic models together with
effective transport tensors are obtained, incorporating explicitly the local growth of the solid spheres.
The resulting models are solved numerically and various simulations are presented. In particular,
they are able to detect clogging regions, and therefore, can provide estimates on the storage capacity
of the porous matrix.
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1. Introduction. We investigate the effect the motion, aggregation, fragmenta-
tion and deposition of colloidal particles through porous materials have on effective
transport properties. Colloids are very small particles (from 1 to 100 nm) that play
nowadays a very important role in the success of biological and technological appli-
cations, like waste water treatment, food industry, 3D printing, drug-delivery design,
etc. A mathematically interesting aspect which complicates also the physics of the
situation is that colloids like to aggregate and build large clusters which then frag-
mentate if some critical thresholds are met. We refer the reader to, for instance,
[13, 33, 35], and [42] for more details on the mathematical modelling of the aggrega-
tion and coagulation processes.

The main subject of this work is to extend the modelling approach presented in
[20, 21] (see also in the references cited therein) to include the gradual increase of the
solid skeleton of the porous medium due to colloids deposition via a moving boundary
modelling strategy. More specifically, we model a reaction-diffusion system operating
within a porous medium consisting of colloidal aggregates of varying size. These
aggregates (populations of clusters) interact with each other and with the porous
matrix. As main effect of the colloidal aggregation and of the deposition of the
large clusters within the evolving porous network, either the transport, or the storage
capacity or both are reduced. To explore the multiscale factors behind this effect,
we wish to capture how the local blocking of the pores (the so-called pore clogging)
affects the effective transport and storage. The clogging effect will be pointed out
in terms of closed-form formulas for all effective coefficients. Obtaining quantitively
correct entries in the tortuosity tensor requires a deep understanding on how ink-
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bottle pores and blind pores become closed pores or on how through pores clog due to
a heterogeneous deposition of colloids. Under some assumptions, these entries will be
obtained in this framework through a locally-periodic homogenization asymptotics as
in [7, 15, 45] combined with a suitable matched-asymptotics approach as in [23, 29].
The numerical evaluation of these tensors will illustrate the appearance of clogging.
The situation remotely resembles the filter blockage case discussed in [11]. Using a
similar methodology as in [20], one can also point out the effect of a nonlinear dynamic
blocking function on the colloidal deposition.

It is worth noting that such investigations of the occurrence of clogging are rel-
evant in a number of engineering directions, especially as multiscale storage of un-
wanted particles (chemical species, defects, mechanical damage, etc. ) is concerned.
For instance, the efficient and safe storage of injected supercritical carbon dioxide
(CO2) underground is now one potential solution for reducing CO2 emissions in the
atmosphere; see e.g. [39] or [30]. Interface and grain boundaries have shown to be
ideal sinks for radiation-induced defects. Especially in nano-structured materials,
such interfaces can become ideal places for Helium storage; compare e.g. [5, 46]. Yet
another typical research field fitting well this problem setting is filtration combustion
[41]. As one can expect after weighing the number of mathematical difficulties in
handling simultaneously the multiscale (often stochastic) structure of the material,
the motion of the many microscopic interfaces, the strong coupling and the involved
nonlinearities in the physical and chemical process of the setting, there is not yet a
consensus on how to approach the question of averaging reactive, actively evolving
porous media. A couple of attempts have been successful in dealing with particular
moving interface scenarios. Concerning the employed mathematical techniques, we
refer the reader to averaging approaches involving a direct use of suitable level set
equations (cf. e.g. [36, 37, 38]), phase field equations (cf. e.g. [12]), direct handling of
the moving boundary motion e.g. by a precise accounting of free-interfaces-induced
volume changes (cf. e.g. [32]), or of local balance laws written in terms of a time and
space-dependent porosity seen as an intensive quantity (cf. e.g.[6, 10, 44]).

Summarizing, in the present work we derive an upscaled model describing the
aggregation and deposition of colloidal particles within a porous medium with growing
spheres as internal microstructure. Two upscaling procedures are applied and several
classes of macroscopic models together with effective transport tensors are obtained.
They all depend on the local growth of the solid spheres. The simulations based on our
models allow us to capture the phenomenon of clogging and to estimate a posteriori
how much mass can be stored in the porous matrix.

The paper is structured as follows: The geometry of the porous material as well as
the setting of the equations for the microscopic (pore-level) model are given in Section
2. Section 3.1 contains the non-dimensionalization of the system, while in Section 4
and in 5 we provide the details of the upscaling procedures for a couple of different
scenarios allowing for a locally periodic distribution of pores (perforations) as well
as for the possibility of touching of the microstructures. Moreover a finite element
scheme for the numerical approximation of the system is presented in Section 6. A
couple of numerical simulations illustrate the behavior of the Galerkin approximations
of the solution to the upscaled model. The paper concludes with the discussion from
Section 7.

2. The microscopic model. The colloidal population consists of identical par-
ticles called primary particles. They aggregate to bigger shapes and then they frag-
mentate and finally reach some size, say i. We refer to each particle of size i as a
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member of the ith species (or ith cluster). Each colloidal species is characterized by
the number of primary particles that it contains. We have in view here only those
situations where each considered size contains a huge number of particles. To describe
the situation, we introduce the notation ui when referring to the population of par-
ticles of size i, i ∈ {1, . . . , N} for a fixed choice N . The value N corresponds to the
biggest allowed size.

Description of the porous domain. The porous matrix we have in mind is assumed
to have a locally periodic structure as described in Figure 4.1, which resembles the or-
dered porous medium from [6]. A two-dimensional microstructure approach is adapted
here corresponding to a pseudo 3D dimensional geometry, e.g. see Figure 5.1 (This
could be reduced to a even simpler and less realistic one-dimensional microstructure
approach as in [22]). More precisely, Ω is a bounded domain in R2 representing our
porous material1. This is assumed to consist of an infinite number of identical cells,
each one corresponding to a single pore of the material. More specifically, for ` > 0 we
take Y = {

∑2
i=1 λi

−→e i : 0 < λi < `} an `-cell in R2 representing a single pore of the
material, Y1(x) ⊂ Y open, representing the solid grain and Y0 = Y \ clos(Y1) the rest
of the cell. The boundary of Y1(x) will be denoted by Γ(0, x) = ∂Y1(x) and is assumed
to be piecewise smooth. As the process evolves, the mobile colloidal species which
reach a certain cluster size tend to deposit at the boundary Γ(0, x) of the solid grain
Y1(x). The basic picture we have in mind is that the solid grain is a disc of radius r.
As more species deposit on its boundary, its radius gradually increases giving rise to
a ball B(r) with Y1 = B(0) ⊂ B(r). We use a radially symmetric setting by assuming
that the accumulation of the colloidal species upon the solid grain is uniform. We
point this out using the notation Γ = Γ(r), meaning in fact Γ = Γ(r(t, x)). We also
need to emphasize that an additional assumption used in the above setting is that
the shape of the colloidal particles (spherical) does not play an important role in the
accumulation process. Inclusion of this characteristic together also with gravitational
effect for large N are not taken into account for simplicity reasons.

Setting of the model equations in the patch Y ⊂ Ω. As the mobile matter deposits
on Γ(r), the corresponding deposited mass takes up volume and leads to the increase
in r, resulting in a gradual decrease in the porosity of the material, visible at the
macroscopic scale. To describe the deposition process we use a linear evolution equa-
tion and call v the mass of all deposited colloidal populations. The mobile species
deposited on Γ(r) transform into immobile species via an exchange term in the form
of a Henry-type law. This is a simple way of modeling a non-equilibrium deposition
process. The approach can be extended by using a non-linear differential equation as
the one in [20], especially if one aims to come closer to the experimental data from
[18]. Furthermore, each mobile species ui is transported by diffusion within the patch
Y of the porous medium Ω with a production term expressing the aggregation and
fragmentation processes. To fix ideas, we assume that the rate of collision is pro-
portional to the concentration of the colliding species and assume the Smoluchowski
ansatz.

1A similar discussion can be done for the case of Ω ⊂ R3 with a minimal number of modifications
mostly concerning scaling factors.
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According to the above description, the model equations have the form:

∂tui = di∆ui +Ri(u) in Y −B(r), i ∈ {1, . . . , N} (2.1)

−di∇ui · n = aiui − biv on Γ (r) (2.2)

∂tv =

N∑
i=1

(aiui − biv) on Γ (r), (2.3)

with ai, bi constants of proportionality in Henry’s law and di the diffusion coeffi-
cient of the species i. The reaction rate Ri(u) is here assumed to take the classical
Smoluchowski form (see [20]) :

Ri(u) =
1

2

∞∑
i+j=k

αi,jβi,juiuj − uk
∞∑
i=1

αk,iβk,iui, (2.4)

with u = (u1, u2, . . . , uN ). Also βi,j is the collision kernel - rate constant determined
by the transport mechanism that bring the particles in close contact, αi,j ∈ [0, 1] is
the collision efficiency, the fraction of collision that finally form an aggregate ([20]).
Note that if we consider only one colloidal species, then this reduces to R(u) = −cu2,
with a suitable reaction constant c > 0. As alternative to (2.4), R can take the
Becker-Döring form ([19]).

The growth of the pore radius r relates naturally to the amount of matter de-
posited v. More precisely, the rate of increase of the volume of immobile species is
proportional to the rate of change of deposition of v.

Therefore if the volume occupied by the immobile species located at x ∈ Ω is
denoted with V(x, t),

∂tV(x, t) = ρ−1

∫
Γ(x,t)

∂tv, (2.5)

for ρ the density of the immobile species.
Thus for a two-dimensional radially symmetric setting V = πr2 and for r′ = dr

dt ,
we have

r(t, x)r′(t, x) = ρ−1 1

2π

∫
Γ(t,x)

∂tv. (2.6)

The model needs to be completed with initial conditions. At the boundary of the
patch Y we consider periodic boundary conditions for ui. We will discuss in section
5 the case ∂Y ∩ ∂Ω 6= ∅.

3. Scaling. In this section, we choose to work with dimensionless quantities and
introduce our notation describing the geometry of the porous material.

3.1. Nondimensionalization at the patch level. We set t = t0t̃, x = `x̃,
ui = u0ũi, v = v0ṽ. For convenience, the constants di, ai, bi can be written in
the following way di = dd̃i, ai = aãi, bi = bb̃i, for d := maxi∈{1,...,N}{di}, a :=
maxi∈{1,...,N}{ai}, b := maxi∈{1,...,N}{bi}. Also, we take r = `r̃ and, for convenience,

we use further r instead of r̃. The same convention of removing the tilde from X̃ to
yield the scaled quantity X applies also to our scaled geometry (i.e. when referring
to Ω̃, Ỹ , Γ̃, B̃(r), etc.).
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Regarding equation (2.1), dropping tilde in the process, we obtain

1

t0
∂tui =

d

`2
di∆ui +

1

u0
Ri(u0u). (3.1)

By the latter equation we deduce that the characteristic diffusion time scale is

t0 = `2

d . However since we want to focus the attention on the deposition process we
will make a different choice of t0 in the following. Substituting the indicated scalings
into (2.2), we obtain

−d
`
di∇ui · n = a(aiui −

bv0

au0
biv). (3.2)

Similarly for equation (2.3), we get:

v0

t0
∂tv = u0a

N∑
i=1

(aiui −
bv0

au0
biv). (3.3)

Based on (3.3), we take as characteristic deposition time scale t0 = v0
au0

. This is the
time scale that we choose to non-dimensionalize the equations.

Thus the moving boundary condition (2.6) becomes

`2

t0
rr′ =

v0`

2πt0ρ

∫
Γ(r)

∂tv. (3.4)

Such a moving boundary condition is sometimes refereed to as kinetic condition.
Here are the equations grouped together after choosing the deposition time scale:

∂tui =
dv0

`2au0
di∆ui +

v0

au2
0

Ri(u0u) in Y −B(r), (3.5)

− di∇ui · n =
a`

d
(aiui − βiv) on Γ (r) (3.6)

∂tv =

N∑
i=1

(aiui − βiv) on Γ (r) (3.7)

rr′ =
v0

2π`ρ

∫
Γ(r)

∂tv in Y −B(r). (3.8)

We also denote α := v0
2π` and β := bv0

au0

∑N
i=1 bi =

∑N
i=1 βi, for βi := bv0

au0
bi.

To simplify the writing we also change notation R̃i(u) := v0
au2

0
Ri(u0u) and finally

drop the tilde. Due to the structure of the reaction terms, we have the dimensional
parameters v0

a αi,jβi,j and v0
a αk,iβk,i in front of the factors uiuj and ukui, respectively.

Additionally, we introduce

κ :=
dv0

`2au0

as the surface Thiele modulus, i.e. the ratio of the deposition rate (seen as surface
reaction) over the diffusion rate; see [16] for more on Thiele-like moduli and related
Damköhler numbers.
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3.2. Scaling the geometry. We build the porous material by replicating the
information at the patch level Y until covering perfectly Ω2. We assume that ε := a`

d
is a small positive number. Indeed we have for example ε ' 7.61e− 7 for values given
in [20], ( ` = 0.101 m, d = 1.8735e− 06 m2/sec, a = 1.411e− 11m/sec).

Note that Ωε is modelled as a composite periodic structure with ε > 0 the small
scale parameter. We also assume that the ratio of microscopic and macroscopic length
scales, d

l = O(ε).
The latter also indicates that our asymptotics will be connected to a parameter

regime where ` ∝ d√
a

as well as that a = εdl = O(ε2).

We consider a periodic array of cells made of scaled identical patches labeled Y .
Scaling this patch by ε defines our standard (homogenization) cell. Translating this
standard cell in space covers the porous medium Ω. For convenience of notation, we
write down r as rε pointing out this way the dependence of r on ε.

Let k = (k1, k2) ∈ Z2 be a vector of indices and {e1, e2} be unit vectors in R2.

For X ⊂ Y , we denote by Xk the shifted subset Xk = X +
∑2
i=1 kiei. Using the

shifted subset notation, the set Ωε0 = ∪{εY k0 : Y k0 ⊂ Ωε} represents the array of pores
(voids), while Γε = ∂Ωε0 represents the pores boundary. We describe the skeleton of
the porous matrix in Ω by Ωε = Ω\ Ω̄ε0. Also the boundary of the cells of the periodic
domain is the set Γe = ∪{ε∂Y k} . In these terms, the colloidal species can be either
mobile, uε, hosted in Ωε0, or immobile, vε, sedimented on Γε = Γε(rε).

Finally, we obtain the following set of nondimensionalized equations valid in the
locally periodic domain Ωε :

∂tu
ε
i = κdi∆u

ε
i +Ri(u

ε) in Ωε0, i ∈ {1, . . . , N}, (3.9)

−di∇uεi · nε = ε(aiu
ε
i − βivε) on Γε, (3.10)

∂tv
ε =

N∑
i=1

aiu
ε
i − βvε on Γε, (3.11)

rεrε′ = α

∫
Γε(rε)

∂tv
ε in Ωε0. (3.12)

The boundary condition at the cell boundary Γe is

−di∇uεi · nε = 0, on Γe. (3.13)

As initial conditions we take

uεi (0, x) = ui
0(x), in Ωε0, i ∈ {1, . . . , N}, (3.14)

vε(0, x) = v0(x), on Γε, (3.15)

rε(0) = r0. (3.16)

The precise definition of nε will be done in Section 4. Mind that the sets Ωε0 and Γε

depend explicitly in time via their dependence on rε(t).
Note that the free boundary condition (3.12) assumes both a small growth speed

and a maximum radius r (i.e. r < ε/2 see cf. [21]). We will show in Section 5 how

2This is an assumption. In general, pavements with squares can cover perfectly only regions
Ω that are rectangles. General shapes of Ω can only be approximately covered, with a certain
controllable error if ∂Ω is sufficiently smooth.
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to relax this restriction by using the upscaling technique by A. Lacey (see [22], e.g.).
Additionally, it is worth mentioning that this ε-dependent free boundary problem
(FBP) is expected to be locally weakly solvable (up to the time that the free boundary
remains a circle) for any fixed value of the small parameter ε > 0; we refer the reader
to Appendix A for our arguments.

4. Locally periodic homogenization. The geometry of our locally periodic
structure is described in Figure 4.1. Our upscaling arguments from this section follow

Fig. 4.1. Locally periodic pore geometry at time t = 0. The “pores” are balls positioned at
x ∈ Ω with radius r(x) > 0.

the lines of [15] and [37]. It is worth pointing out that a rigorous justification of the
homogenization asymptotics can be obtained for a given distribution of radii r(t, x)
(i.e. r(t, x) is fixed and not part of the problem as in here, in equation (3.12)) in terms
of the concept of θ−2 convergence of Alexandre (compare [2]) or using an adaptation
of the two-scale convergence designed by G. Nguetseng and G. Allaire to the case
of locally periodic functions as in [34] (see references cited therein). Related ideas
appear in the context of parabolic equations with rapidly pulsating perforations; see
e.g. Ch. 3, Sect. 17 in [8].

Taking y = x
ε as the fast variable, we assume the following formal expansion (in

terms of Y -periodic functions) to hold:

uεi (x, y) = u0
i (x, y) + εu1

i (x, y) + ε2u2
i (x, y) + . . . (4.1)

Noting that ∇ = ∇x + 1
ε∇y and substituting the expansion (4.1) into equation

(3.9), we obtain:

∂t(u
0
i + εu1

i + ε2u2
i ) =κ(∇x +

1

ε
∇y) ·

[
di(∇x +

1

ε
∇y)(u0

i + εu1
i + ε2u2

i )

]
+Ri(u

0 + εu1 + ε2u2) +O(ε3). (4.2)

Here uj = (uj1, u
j
2, · · · , u

j
N ), j = 0, 1, 2, . . .. Note also that in our case we have a

uniform growing of the perforations, so we are targeting only isotropic situations; see
the geometry of Ωε0 as well as Figure 1 of [20].
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We also apply the same formal expansion for the normal vector, pointing out of
the surface Γε (r(x, t)), i.e.

nε(t, x, y) = n0(t, x, y) + εn1(t, x, y) +O(ε2), (4.3)

where t is just a parameter in the structure of n0 and n1; see e.g. [7] or [15] for
the precise analytical expressions of n0 and n1 provided that the form of the free
boundary is known a priori.

Substituting (4.1) and (4.3) into the boundary condition (3.10) yields:

−di(∇x +
1

ε
∇y)(u0

i + εu1
i + ε2u2

i ) · (n0 + εn1) =ε(ai(u
0
i + εu1

i + ε2u2
i )− βbiv) +O(ε3).

(4.4)

By balancing the terms proportional to ε−2 in (4.2) and then those proportional
to ε−1 in (4.4), we obtain

κ∇y · (di∇u0
i ) = 0, (4.5)

−di∇yu0
i · n0 = 0. (4.6)

Solving (4.5)-(4.6) results in u0
i = u0

i (x), i.e. u0
i is constant in the y variable.

The corresponding terms for ε−1 in (4.2) and ε0 in (4.4) give

κ∇y · (di∇yu1
i ) = 0, (4.7)

−∇yu1
i · n0 = ∇xu0

i · n0. (4.8)

Note that the term ∇yu0
i · n0 in equation (4.8) is ommited since u0

i = u0
i (x).

Denote by w := (w1, w2) the vector of cell functions. The components wj (j ∈
{1, 2}) are solving the following cell problems:

−∇y · (di∇ywj) = 0, (4.9)

∇ywj · n0 = ej · n0, (4.10)

where {e1, e2} is the orthonormal basis in R2. To pick a concrete unique solution
to this Neumann problem, just fix the mean of the solution. Then the following
representation holds:

u1
i (x, y) = w(y) · ∇xu0

i (x) + ϕi(x), (4.11)

where ϕi are given y-independent functions. Finally, collecting the terms multiplying
ε0 in (4.2) and then those multiplying ε1 in (4.4) lead to:

∂tu
0
i = di∆xu

0
i + di∇x · ∇yu1

i +∇y · (di(∇xu1
i +∇yu2

i )) +Ri(u
0), (4.12)

with

−di∇xu1
i · n0 − di∇yu2

i · n0 − di∇xu0
i · n1 − di∇yu1

i · n1 = (aiu
0
i − βiv) on Γε

(4.13)

−di∇xu1
i · n0 − di∇yu2

i · n0 − di∇xu0
i · n1 − di∇yu1

i · n1 = 0 on Γe,
(4.14)

due to (4.8).
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Integrating (4.12) over Y (x, t), we obtain:∫
Y (x,t)

∂tu
0
i =

∫
Y (x,t)

di∆xu
0
i +

∫
Y (x,t)

di∇x · ∇yu1
i +

∫
Y (x,t)

∇y · (di(∇xu1
i +∇yu2

i ))

+

∫
Y (x,t)

Ri(u
0). (4.15)

In the latter equation we have assumed that the domain of quantities such as ui, are
extended with zero value, inside the solid core of the cell Y0.

The terms in (4.15) that do not depend on y can be taken out from the integral.
Remark the presence of the factor |Y (x, t)|. This is in fact intimately linked with the
concept of total porosity of the material (see [4]). Since the area of the periodic cell
is 4 (for a cell [−1, 1] × [−1, 1]), we have |Y (x, t)| = 4 and |Y0(x, t)| = 4 − πr(x, t)2.
Then the classical concept of porosity is

φ(x, t) :=
|Y0(x, t)|
|Ω|

=
4− πr(x, t)2

|Ω|
,

where |Ω| is the measure (area) of Ω. In the following we denote by A(x, t) := |Y0(x, t)|
the active area of the distributed microstructures.

It is worth noting that dividing (4.15) by |Ω| brings in as natural factor the
(total) volumetric porosity φ(x, t); the obtained upscaled equation resembles what
one expects in standard textbooks on porous media [4]. In Section 5, since we are
interested in capturing macroscopically surface effects due to the motion of the mi-
croscopic free boundaries, we prefer to focus on where the area factor A(x, t) enters
the upscaled model equations. Note also that regarding the reaction term, Ri(u

0),
application of the asymptotic analysis results to first order terms, lead to an expres-
sion of exactly the same form as (2.4). Moreover, since Y0 = Y0(r(x, t)) = Y0(r)
and A(x, t) = 4 − πr(x, t)2 = φ(x, t)|Ω|, r = r(v), we now have the implicit relation
A = A(v). Looking at (3.11), after the averaging process (see also equation (5.1h)) we
see that we have ṽ :=

∫
Γ
v0 as the accumulated mass of macroscopic immobile species.

Interestingly, we observe that in the fast reaction limit κ → +∞ the macroscopic
system becomes elliptic. More specifically, we have κ = dv0

`2au0
= 1

ε
v0
u0`

and in the case
that v0

u0`
= O(1) we obtain the aforementioned limiting case. If this is the case, then

the derivation of the macroscopic equations can be done in with exactly the same way,
resulting in with the elliptic version of equation (5.1h), while the rest of the model
equations maintain their form.

This limiting case corresponds in fact to a very fast deposition scenario.

5. Upscaling extensions for large r. Summarizing the results from the pre-
vious section, we obtain the following equations for the macroscopic scale :

∂tu
0
i (x, t) = Dijk(x, t)∆xu

0
i (x, t) +Ri(u

0)

− L(x, t)

A(x, t)

(
aiu

0
i (x, t)− βiv0(x, t)

)
, (5.1a)

describing the diffusion of ui in the macroscopic domain. The effective diffusion tensor
has the form

Dijk(x, t) = diφ(x, t)τjk(x, t),
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where the entries

τjk(x, t) =

∫
Y (x,t)

(
δj,k +∇yjwk(z, t)

)
dz,

build the tortuosity tensor for all i = 1, . . . , N , j, k = 1, 2. In addition

L(x, t) =

∫
Γ(x,t)

ds = 2πr(x, t), A(x, t) =

∫
Y0(x,t)

dy = 4− πr2(x, t), (in 2D)

(5.1b)

Ri(u) =
1

2

∑
i+j=k

αi,jβi,ju
0
iu

0
j − u0

k

∞∑
i=1

αk,iβk,iu
0
i . (5.1c)

Here, our cell functions w := (w1(x, y, t), w2(x, y, t)), assumed to have constant mean,
satisfy

−∆ywi = 0, i = 1, 2 in Y0(x, t), (5.1d)

− n0(x, t) · ∇ywi = 0, on Γe, −n0(x, t) · ∇ywi = ni(x, t), on Γ(x, t). (5.1e)

with Γe := ∂Y being the boundary of the cell n0(x, t) = (n1(x, t), n2(x, t)) is the
corresponding normal vector. Equation (5.1a) need to be complemented with corre-
sponding initial and boundary conditions. In the sequel of this section, we focus the
discussion on the case of a one dimensional macroscopic domain, i.e. x ∈ [0, 1]. We
set

u0
i (0, t) =

{
ubi > 0 t ∈ [0, t0],

0 t > t0,
, u0

i x(1, t) = 0, (5.1f)

u0
i (x, 0) = uai (x) ≥ 0. (5.1g)

We will discuss in Section 6 a couple of concrete choice of suitable initial and boundary
conditions.

Moreover we have

∂tv0(x, t) =

N∑
i=1

αiu
0
i (x, t)− βv0(x, t), (5.1h)

describing the rate of deposition, with some initial condition

v0(x, 0) = va(x) ≥ 0, (5.1i)

and

r(x, t) ∂tr(x, t) = α

(
N∑
i=1

aiu
0
i (x, t)− βv0(x, t)

)
L(x, t), (5.1j)

together with some initial distribution

r(x, 0) = ra(x) > 0, 0 < x < 1, (5.1k)
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If perforations do not degenerate, i.e. 0 < r(x, t) < 1 so pores do not touch, then
it holds

∂tr(x, t) = 2πα

(
N∑
i=1

aiu
0
i (x, t)− βv0(x, t)

)
. (5.2)

Relation (5.2) describes the rate of increase of the bulk of the immobile core inside
a cell centred at the macroscopic position x ∈ Ω at time t. In our case, regarding
equation (5.1a) for a one-dimensional macroscopic consideration, Dijk and τjk take

simpler forms as for instance, Dijk = Di = κdi

(
1 + 1

A(x,t)

∫
Y (x,t)

∂w1

∂y1
dy
)

.

The factor L(x,t)
A(x,t) appears in (5.1a) as well as in (5.1j) when this is multiplied by

A(x, t). It can be seen as an effective reaction constant incorporating a surface porosity
factor. All these considerations are in agreement with what one would expect while
applying directly the macroscopic laws of porous media theory, usually discovered by
arguments at REV level involving volume averaging techniques and integral closure
relations; see, [4], e.g.

The system of equations (5.1) is assumed to apply for a one-dimensional macro-
scopic domain (while the related microscopic problem is two-dimensional) with Dirich-
let boundary conditions at one side and Neumann boundary conditions at the other
side . However, other kind of macroscopic boundary conditions can be also adopted.

In addition, equation (5.1j) applies for a two-dimensional square cell as far as
0 ≤ r ≤ 1. In order to derive an equation for r in the case that we have r > 1 for
a two-dimensional cell or even a three dimensional one, we have to go back to the
original law behind the derivation of equation (5.1j). More precisely, we have that

Rate of increase of the volume occupied by the immobile species ∝ Rate of change of
deposition of the colloidal mass.

If the volume occupied by the immobile species located at x ∈ Ω is denoted with
V(x, t), then we have

∂tV(x, t) = α

∫
Γ(x,t)

∂tv, (5.3)

where here the constant α = 1
ρ > 0.

Two-dimensional cell. As r(x, t) reaches 1, it touches ∂Y (x, t). At this point, we
are concerned with the question: How does the moving interface Γ(x, t) intersect
the cell boundary ∂Y (x, t)? One way to proceed is to assume that the sides of the
cell are always tangent to the moving boundary Γ(x, t) as this evolves. This is the
case of the configuration A (see [22]). Another option is to consider that the moving
boundary is always a part of a circle with radius r(x, t), 1 ≤ r(x, t) ≤

√
2 and that

Γ(x, t) intersects with ∂Y at some angle. This is the case of configuration B (see [22]
for calculation details and general playthrough as developed for the classical Stefan
problem). We refer the reader also to the (remotely resembling) setting described in
[14].

Moreover, we emphasize that here we assume that clogging takes place when r
becomes

√
2. We have in mind that according to this modelling scenario we still have

diffusion in the direction vertical to the cell plane for 1 ≤ r ≤
√

2. This geometrical
approach can be justified if we consider inside the material, a solid skeleton consisting
of long narrow cylindrical bars equispaced and parallel (see Figure 5.1).
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Fig. 5.1. Schematic representation of a
plane crosssecting parallel bars of a solid skele-
ton. A square on that plane containing the cross
section, a circle in this case, centred in it can be
considered as one cell in our model.

Fig. 5.2. Schematic representation of con-
figurations A and B. In configuration A we have
constant zero angle between the cell boundary
and the interface while in configuration B the
angle of the tangent of the interface and the cell
boundary varies as the interface evolves.

Then we may think of a plane intersecting these cylinders transversely and obtain
a sequence of equispaced circular segments corresponding to the solid parts, while
the rest of the plane corresponds to a net of voids. Next taking advantage of this
symmetrical setting we consider square cells filling the plane with each one of them
containing a solid segment centred in it while the rest is void. Also, the symmetrical
growth of the solid core inside the cell allows us instead of using the standard periodic
conditions at the exterior boundary Γe, to use Neumann conditions as in the first of
(5.1e).

Configuration A. We assume that 1 ≤ r(x, t) ≤
√

2 is the line segment, part
of the diagonal of the square (line segment from (0, 0) to (1, 1) in Figure 5.2) with
end points (0, 0) and the point of intersection of the diagonal with the free boundary
Γ(x, t). In such a case the free boundary will be a quarter of a circle with radius say
rd = rd(x, t). Then r(x, t) and rd(x, t) are related in the following way

(r(x, t)− rd(x, t)) +
√

2rd(x, t) =
√

2. (5.4)

Thus

rd(x, t) =

√
2− r(x, t)√

2− 1
, r′d(x, t) = − 1√

2− 1
r′(x, t).

In addition, the area occupied by the immobile species will be equal to 4 times
the square quarter minus the square of size rd(x, t) plus the quarter of the circle with
radius rd(x, t). This gives

V(x, t) = 4

[
1− r2

d(x, t) +
1

4
πr2
d(x, t)

]
= 4

[
1 + r2

d(x, t)(
π

4
− 1)

]
.

Therefore the rate of change of the area in terms of rd(x, t) is

∂tV(x, t) = 8
(π

4
− 1
)
rd(x, t)r

′
d(x, t) = α

∫
Γ(x,t)

vt.

In terms of r(x, t), the latter relation reads

∂tV(x, t) = 8

(
1− π

4

)
(
√

2− 1)2
(
√

2− r(x, t))r′(x, t) = α

∫
Γ(x,t)

vt,
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where ᾱ = α (
√

2−1)2

8(1−π4 )
such that

(
√

2− r(x, t))r′(x, t) = ᾱ

∫
Γ(x,t)

vt

holds. Consequently, the equation (5.1j) from the original system needs to be replaced
by

∂tr(x, t) =


1

r(x,t)α
(∑N

i=1 aiu
0
i (x, t)− βv0(x, t)

)
L(x, t), ra ≤ r ≤ 1,

1√
2−r(x,t) ᾱ

(∑N
i=1 aiu

0
i (x, t)− βv0(x, t)

)
L(x, t), 1 ≤ r ≤

√
2,

for

L(x, t) =

{
2πr(x, t), ra ≤ r ≤ 1,

2πrd(x, t) = 2π
√

2−r(x,t)√
2−1

, 1 ≤ r ≤
√

2,

and

A(x, t) = 4− V(x, t) =

{
4− πr2(x, t), ra ≤ r ≤ 1,

4(1− π
4 )
(√

2−r(x,t)√
2−1

)2

, 1 ≤ r(x, t) ≤
√

2.

Configuration B. The free boundary consists here of four arcs of a circle of radius
r(x, t), with 1 ≤ r(x, t) ≤

√
2. In this case the area of the immobile species will be

equal to 4 times the volume of the two triangles plus the circular sector corresponding
to angle π

2 − 2 cos−1( 1
r ). More specifically, we have

V(x, t) = 4

[√
r(x, t)2 − 1 +

r(x, t)2

2

(
π

2
− 2 cos−1(

1

r(x, t)
)

)]
.

Then the rate of change of the immobile species area will be

∂tV(x, t)r(x, t) =
d

dt

[
4
√
r(x, t)2 − 1 + r(x, t)2

(
π − 4 cos−1(

1

r(x, t)
)

)]
= α

∫
Γ(x,t)

vt(x, t),

or

2r(x, t)

(
π − 4 cos−1(

1

r(x, t)
)

)
r′(x, t) = α

∫
Γ(x,t)

vt.

In such a case

∂tr(x, t) =


1

r(x,t)α
(∑N

i=1 aiu
0
i (x, t)− βv0(x, t)

)
L(x, t), ra ≤ r(x, t) ≤ 1,

γ(x, t)
(∑N

i=1 aiu
0
i (x, t)− βv0(x, t)

)
L(x, t), 1 ≤ r(x, t) ≤

√
2,

with

γ(x, t) :=
α

2r(x, t)
(
π − 4 cos−1

(
1

r(x,t)

))
L(x, t) =

{
2πr(x, t), ra ≤ r(x, t) ≤ 1,

r(x, t)
[
2π − 8 cos−1

(
1

r(x,t)

)]
, 1 ≤ r(x, t) ≤

√
2,
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and, finally,

A(x, t) = 4− V(x, t)

=

{
4− πr2(x, t), ra ≤ r ≤ 1,

4
[
1−

√
r2(x, t)− 1 + r2(x, t)

(
π
4 − cos−1( 1

r(x,t) )
)]
, 1 ≤ r(x, t) ≤

√
2.

6. Numerical approximation. To treat numerically problem (5.1), we need
firstly to obtain a good numerical approximation for the cell problems (5.1d) and
determine the shape of the cell functions w1, w2 posed in Y0(x, t). More specifically,
we proceed for the various values of r, at a first stage for ra ≤ r(x, t) ≤ 1 and, at a
second stage, for 1 < r(x, t) ≤

√
2 depending which microscopic configuration (A or

B) is considered. We take a partition of width δr, ra = r0, r1 = r0 + δr, . . . , rM1
= 1.

Then since Y0 is determined as the area contained inside the square cell and outside
the circle of radius r, we obtain a sequence of solutions for each Y0i corresponding
to the radius ri of the partition. In the same way, for a partition of the interval
[1,
√

2], 1 = rM1+1, . . . , rM =
√

2 we solve again the problem in the domain the way
that this is specified in the case of configuration A or B. Note that in these cases the
domain Y0 is reduced into four separate segments and thus we need the solution (due
to symmetry) in only one of them. Then we use a finite element scheme to solve these
cell problems. The finite element numerics package in MATLAB ”Distmesh” ([31]) is
used to triangulate the domain Y0i = Y0(ri) and a solver that has been implemented
for this specific problem (equations (5.1d)) is applied.

We illustrate the numerical solution for this problem for specific choices of ri.;
see Figure 6.1 for ri = .5 and Figure 6.2 for ri = 1.2 and configuration A, and for
ri = 1.1 and configuration B.
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Fig. 6.1. Numerical solution of the cell problem (5.1d) and specifically for w1 with ri = .5.

Having available the numerical evaluation of the cell functions w as approximate
solutions to the cell problems (5.1d) and (5.1e), the entries of the diffusion tensor
Dijk =

∫
Y0(x,t)

di
(
δj,k +∇yjwk

)
, i = 1, . . . , N , j, k = 1, 2 can be calculated directly.
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Fig. 6.2. Numerical solution of the cell problem (5.1d): The profile of w1 for (a) the configu-
ration A and for (b) the configuration B.

More specifically, for each (x, t) and consequently for each Y0(x, t), the corresponding
value of Dijk(x, t) is approximated via linear interpolation. For the cases that 0 <
r(x, t) < 1, (4− π ≤ |Y0(x, t)| ≤ 4) as well as for 1 < r(x, t) <

√
2 and configurations

A and B, the results regarding the diagonal entries, needed for equation (5.1a), are
shown in Figure 6.3.
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Fig. 6.3. The diffusion matrix dependence on the choice of the pore radius.

Next, we solve the system of equations (5.1a)-(5.1k). We use a finite element
scheme to solve the one-dimensional version of the field equation (5.1a), together
with its boundary and initial conditions. Let ψj = ψj(r), j = 0, . . . ,M denote the
standard linear B - splines defined on the interval [0, 1] with respect to the considered
partition.

We then take the Galerkin approximation ui(x, t) =
∑M
j=0 auij (t)ψj(x), v(x, t) =∑M

j=0 avj (t)ψj(x) τ ≥ 0, 0 ≤ r(x, t) ≤ 1. We also take r(x, t) =
∑M
j=0 arj (t)ψj(x) for

r in (5.1j). Applying the standard Galerkin method, we obtain a system of equations
for the coefficients auij (t), avj (t), arj (t), i = 1, . . . , N , j = 1, . . . ,M . The resulting
system of ODE’s is finally solved by an implicit time-stepping scheme.
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Finite element scheme for the model equations. We substitute the above
expressions of ui(x, t), v(x, t) and r(x, t) in equation (5.1) multiply with ψl and then
integrate over [0, 1] to obtain

M∑
j=0

ȧuij

∫ 1

0

ψj ψl dx = κdi

M∑
j=0

auij

∫ 1

0

D(x, t)ψ′j ψ
′
l dx+

∫ 1

0

R

 M∑
j=0

auijψj

ψl dx

−
(
αiauij − βiavj

) ∫ 1

0

L(x, t)

A(x, t)
ψj ψldx (6.1)

where l = 1, 2, . . . ,M and the dot, “ · ”, denotes differentiation with respect to time.
Similarly, for equation (5.1h), we have

M∑
j=0

ȧvj

∫ 1

0

ψj ψl dx =
N∑
i=1

αi

M∑
j=0

auij

∫ 1

0

ψj ψl dx− β
M∑
j=0

avj

∫ 1

0

ψj ψl dx. (6.2)

Finally, for equation (5.1j) it holds

M∑
j=0

ȧrj

∫ 1

0

ψj ψl dx = 2πα

 N∑
i=1

αi

M∑
j=0

auij

∫ 1

0

ψj ψl dx− β
M∑
j=0

avj

∫ 1

0

ψj ψl dx

 .(6.3)

Setting aui := [aui1 , aui2 , . . . , auiM ]T and av := [av1 , av2 , . . . , avM ]T , the system
of equations for the coefficients aui ’s takes then the form

Blȧui(t) = Br(t)aui(t) + bR(t)−C(t) (αaui(t)− βav(t)) ,

with t ∈ (0, T ].
The corresponding FEM matrices are

Bl :=

(∫ 1

0

ψj(x)ψl(x) dx

)
, Br := κdi

(∫ 1

0

D(x, t)ψ′j(x)ψ′l(x) dx

)
,

C :=

(∫ 1

0

L(x, t)

A(x, t)
ψj(x)ψl(x) dx

)
,

while bR(t) is the array with entries bR(t) :=
∫ 1

0
R
(∑M

j=0 auijψj

)
ψl dx.

What concerns the equation of v we have

Blȧv(t) =

(
N∑
i=1

αiBl (αaui(t)− βav(t))

)
,

while for r we get

Blȧr(t) = 2π

(
N∑
i=1

αiBl (αaui(t)− βav(t))

)
.
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Next, we apply an implicit in time scheme of the form

[Bl − δtBr(tn) + δt αC(tn)] an+1
ui − δt βC(tn)an+1

v = Bla
n
ui + δt bR(tn), (6.4)

an+1
ui − δt

(
N∑
i=1

αi
(
αan+1

ui − βa
n+1
v

))
= anui , (6.5)

an+1
r − δt 2π

(
N∑
i=1

αi
(
αan+1

ui − βa
n+1
v

))
= anr , (6.6)

for δt the time step and tn = (n−1)δt ∈ [0, T ], n ∈ {1, . . . , [T/n]}, to solve the system
numerically.

7. Discussion of simulation results. To obtain a couple of relevant simulation
examples, we choose the following set of parameter values: We consider N = 3 mobile
species ui and one immobile species.

We take κ = 1, (d1, d2, d3) = (.3, .5, .99), (a1, a2, a3) = (.9, .5, .3), (β1, β2, β3) =
(1, 1, 1), (ub1, u

b
2, u

b
3) = (1, 1, 1), αi,j = .1, βi,j = 100, i, j = 1, . . . 3, uia(x) =

0, va(x) = 0, ra(x) = .1, 0 ≤ x ≤ 1. Finally, the generation of mass at the boundary
x = 0 is traced up to time t0 = 2. At this particular instant, we also observe a relevant
jump in the form of the ui’s (cf. the next simulations). For all these simulations, the
reference parameters are chosen in the range indicated in [20].

7.1. Basic output. Detecting clogging regions. The basic simulation out-
put is shown in Figure 7.1. This is done for configuration A, where the mass of the

various components of the system, i.e. Ui(t) =
∫ 1

0
ui(x, t)dx, V (t) =

∫ 1

0
v(x, t)dx, is

plotted against time.
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Fig. 7.1. Mass of the system against time for the various colloidal species in the system

If we decrease the value of the parameters βi,j , the collision kernel expressing
the ability of the particles to aggregate, and for instance take them to be uniformly
constant βi,j = 1, then (after the time that ui(0, t) becomes zero) the decay of the
Ui’s is moderate due to the fact that the aggregation mechanism now is weaker. This
is shown in Figure 7.2.
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Fig. 7.2. Mass of the system against time for the various colloidal species in the system.

Increasing the number of mobile species yields similar results. As an example,
for N = 5 mobile species the simulation is demonstrated in the following Figure
7.3. The parameter values used here are the same as those used in the previous
simulation in Figure 7.1 for the first three species, i = 1, 2, 3. More specifically,
we take (d1, d2, d3, d4, d5) = (.3, .5, .99, .2, .3), (a1, a2, a3, a4, a5) = (.9, .5, .3, .4, .3),
(β1, β2, β3, β4, β5) = (1, 1, 1, 1, 1), (ub1, u

b
2, u

b
3, u

b
4, u

b
5) = (1, 1, 1, 1, 1). The proximity

of the variables u1 and u4, and also of u2 and u5 in Figure 7.3 is due to the particular
(arbitrary) choice of the diffusion coefficients di’s and the a’s.
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Fig. 7.3. Mass of the system against time for the various components of the system in the case
of 5 mobile species

In the same simulation we can also observe the evolution of the free boundary
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inside the cells at the point x = 0. More precisely, in the next set of figures, we see
the evolution of the core consisting of immobile species for a sequence of time steps.
In Figure 7.4 this effect is shown for the case that configuration A is assumed. As far
as r(x, t) < 1 the core has a cyclic form and then for later times the corners of the cell
are gradually filled by the immobile species with its boundary cyclic and tangential
to the cell boundary. Similarly for the configuration B, the evolution of the moving
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Fig. 7.4. Evolution of the moving boundary of the core formed by the immobile species for the
case of configuration A at the point x = 0. The numbers upon the curves indicate the time.

boundary for various times is shown in Figure 7.5.
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The numbers that are used in these graphs, Figures 7.4 and 7.5, are the same as
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those used in producing Figure 7.1.

Furthermore, in the next Figure 7.6 a simulation is presented for various values of
the surface Thiele modulus κ. Keeping the mass constant at the left boundary x = 0
with increased κ (κ = 10), we have more mass supply in the system and therefore
higher values for Ui’s and V . The opposite effects is apparent for lower κ, (κ = 0.1).
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Fig. 7.6. Plot of the system mass, Ui’s and V , i = 1, 2, 3, for various values of κ, (a) κ = 10
(dashed lines) , (a) κ = 1 (solid lines), (c) κ = 0.1 (dotted lines). The rest of the parameters are
the same as in Figure 7.1.

Finally, a comparison with the same model but with constant diffusion, the same
for all species, is shown in Figure 7.7. Here we can observe that for the same species
when we consider variable diffusion coefficient, decreased with time, we have less
amount of species diffusing inside the bulk of the material and therefore the total
mass of the species is smaller compared with the case that we run the same simulation
but with constant diffusion. When the supply from the left boundary stops at time
t0 = 2, then the remaining mobile species collide to the core and finally the mass
of the system in both cases evens out (in the sense the ui’s and V tend to a steady
state). This behaviour seems to be robust.

Moreover, the porosity evolution is apparent in Figure 7.8. The porosity function
φ(x, t) is plotted here against time for certain values of the variable x for r(x, 0) = .88
( φ(x, 0) ' 0.39) and with the rest of the values as in Figure 7.1. The porosity decay
is much faster close to x = 0 and actually becomes zero at time t ' 1.22 which
means that we have clogging at that point and any boundary condition there does
not effect any more the rest of the domain. Additionally, due to the latter fact, almost
immediately after clogging the system settles down to stationary state, close to that
state observed at clogging time, since now we have the same problem with no flux
condition at both boundaries.

In the following set of simulations shown in Figure 7.9, we investigate the effect
of non-uniform initial pore radii distribution, i.e. r(x, 0) = ra(x) (non constant). For
the first simulations, we take r(0, t) = x2 and for the case when configuration A is
assumed (red dashed line). The radius r(x, t) is plotted for time t = tp = 2.5 for
tp = 5

6T ([0, T ] is the simulation interval with T = 3) against x (red solid line). Note
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Fig. 7.7. The breakthrough curve comparison for constant diffusion vs. pore-growth diffusion.
We can observe an initial agreement in both cases and then a decrease in the case of variable (due
to pore growth) diffusion which is the result of the decreasing diffusion coefficient. However, after
time t = 2, where the boundary condition is dropped to zero the profile evens out to match the one
of the larger constant diffusion.

0 0.5 1 1.5 2 2.5 3 3.5 4

t

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

P
o
ro

s
it
y

(0,t)

(.25,t)

(.5,t)

(.75,t)

(1,t)

Fig. 7.8. Plot of porosity φ(x, t) against time t at certain points xi in the domain [0, 1].

that the time tp is chosen appropriately at each of the following simulations so that
to capture the clogging behaviour of the system We have clogging when r reaches

√
2

at some point and this threshold is denoted by the black line. When r reaches
√

2 at
some point x0 then the pores in that point are clogged and we have no mobility from
the area x < x0 to the area x > x0. For this case this happens initially at the point
x = 0.

Changing the initial distribution of r by taking now r(x, 0) = r0x
2 for r0 =

1.38 close to
√

2, we may have a situation that the whole domain is almost clogged
simultaneously ( blue line in Figure 7.9).

Finally, we obtain an interesting situation if we take the values of r(x, 0) at the
points of the partition given by a random distribution. In this case starting with a
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normal distribution with mean 0.3 and variance 0.8 we obtain at time tp a profile
(green line) in which clogging is exhibited at the points x ' 0, 0.1, 0.5, 0, 6, 0, 9. Also
for this case and this specific time step tp, at certain selected points xi, a schematic
image of a square cell is plotted together with circle of radius r(xi, tp). Starting with
a continuous uniform (rectangular) distribution in the interval [0,

√
2] we obtain a

similar result.
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Fig. 7.9. Form of radius distribution at time tp = 2.5 for the case that we take (i) r(x, 0) = x2

(red dashed line), (ii) r(x, 0) = 1.38x2, (iii) random normal distribution with mean 0.3 and variance
0.8. The radius r(x, tp) is plotted for these cases with (i) red line, (ii) blue line, (iii) green line. In
the latter case at the top of the graph a schematic image of some square cell is plotted together with
corresponding circle of radius r(xi, tp).

The occurrence of clogging can be seen in these graphs when r(x, tp) reaches
√

2 at
some point x and time tp. Now, one could also ask: How can one distinguish between
through-pores and ink-bottled pores? Our current level of understanding is that if r
is lower than 1, then we have through-pores, while for r > 1 we have bottle-through
pores. Looking at Figure 7.9, we see that (at a fixed time slice) the clogging threshold
is reached in a number of points (e.g. x = 0.5 and x = 0.6). In this region we expect
blind and closed pores to appear3.

A similar experiment is demonstrated in Figure 7.10 but for the case of config-
uration B. The initial distribution here is taken to be linear r(x, 0) = x and here
tp = 2. In the top of the figure we can see the state of the cells at this time step.
Since material is inserting from point x = 0, clogging takes place initially there and
then we see no significant variation in the evolution of the process at later times.

Based on the numerical results shown in Figure 7.8, Figure 7.9 and Figure 7.10,
we conjecture the following:

3 From a catalysis-oriented perspective, e.g. cf. [25], pores can be closed (not accessible from the
air parts of the pore matrix), blind (open at only one end), or through (open at both ends). Each
pore can be isolated or, more frequently, connected to other pores to form the porous network. The
irregular shape of the pores and their connectivity cause a molecule or a colloidal particle to cover a
distance greater than the grain size when passing through the porous material.
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Fig. 7.10. Form of radius distribution r(x, tp) at time tp = 2 for the case of configuration B
and having initially r(x, 0) = x. We observe clogging at the point x = 0. At the top of the graph, a
schematic image of square cells centered at the points xi = (i− 1)h, h = 0.142, i = 1 . . . 7, is plotted
together with the corresponding circle of radius r(xi, tp).

If ink-bottle pores are clogged, then the storage capacity of the material reaches
a certain saturation threshold simultaneously with a potential increase of the av-
eraged transport up to a maximum level. On the other hand, if through pores
become clogged, then the averaged transport is decreased leading to a raise in the
storage capacity.

In Section 7.2, we bring in some further partial support for this conjecture, by
estimating numerically the mass of colloids that have deposited on the pores surfaces
and were not depleted from there during a given time interval.

7.2. A posteriori estimation of the storage capacity. A major question
related to modern porous media applications is how much CO2, energy, colloids,
residual nuclear particles etc. can be stored in the fabrics of a given heterogeneous
medium; see [26] for instance. If, like in our case, the distribution, shape and volume
of the microstructures is controlled, then the storage capacity of the porous medium
can be estimated numerically employing the upscaled model equations. Of course,
even in our rather simple case, such a task is quite complex especially if one targets
accurate estimations. The success depends on a lot of factors such as the space inside
the pores available for the colloids to accumulate, the void space inside the pores
where colloids feel free to move, number and location of clogging regions, etc. Part
of this information is incorporated in our model in the functions L(x, t) (tortuosity
information, in the sense that with increasing L the average travelling length of a
particle in the non-solid part of a cell also increases) and the porosity φ(x, t). In
addition to these aspects, additional factors that are not included in this model such
as the shape and size of the colloids, the way that they are packed and accumulated
in the pore surface etc. should be taken into account if one wants a better insight. On
top of this, due to the nonlinearity and coupling in the upscaled system, we cannot
aim to determine a specific formula of the storage capacity of the system. However,
in our context we can give an estimation in an indirect way. If we focus at a point
of our domain at time t = 0 we may consider that it has minimum storage capacity.
As the system evolves with time, the pores associated to this macroscopic spatial
point tend to fill out, so more matter (colloids) can be stored in the system. We refer
to this scenario as an increase in the storage capacity of the medium until the time
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where clogging occurs. Then the capacity reaches a threshold. The latter means that
we have no void space or free surface at this point i.e. the pores are either vanished
or closed and hence additional storage becomes impossible. Based on such picture,
we can define a local capacity storage indicator as well as a global capacity storage
indicator by exploiting the difference SC`(xc, t) = (v(xc, t)− v(xc, 0), where xc is the
point where clogging occurs.

Also, for the case that at time t = 0 we have a uniform initial distribution of
pore radii and since the geometry in the microstructure is considered uniform, for any
another point say x (even when not clogging occurs there) we expect that we should
have the same maximum storage capacity v(xc, T ) and its (local) storage capacity
at time t should be SC`(x, t) = v(x, t) − v(x, 0). A global indicator of the capacity
storage is then SCg(t) =

∫
Ω

(v(x, t)− v(x, 0))dx.
To get further insight, in the numerical experiment shown in Figure 7.10, we

extend the inflow at the boundary x = 0 for timeslot [0, t0], t0 = 3 (cf. (5.1f)) so that
enough mass is inserted in the system allowing us to observe clogging at the point
x = 0. In Figure 7.11, the local storage capacity indicator SC`(x, t) is plotted vs.
time for various choices of spatial points x. The thick line in the picture represents
the global storage capacity indicator vs. time. In the next plot (see Figure 7.12) the
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Fig. 7.11. Estimation of the local and global storage capacity indicators as functions of time,
where V (t) =

∫
Ω v(x, t)dx.

pore radius r(x, t) (left) and the concentration of the immobile v(x, t) (right) species
are plotted against time for the same choice of spatial points. The similarity between
the two behaviors points out the fact that we expect that any eventual closed form
formula for a storage indicator should incorporate a suitable monotonic dependence
on the pore radii. More investigations are needed to shed light on this effect. One
could also wonder what would be the effect of an additional curvature term like
−α 1

r(x,t) (α > 0) in the definition of the speed of the microscopic free boundaries.

Interestingly, our simulations show that, for both configurations A and B, the storage
capacity of the porous medium increases in the sense that more mass is stored in the
system compared with the no-curvature case; see Figure 7.13 for an illustration of
what happens in the case of configuration A; for configuration B a similar result can
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Fig. 7.12. The pore radius r(x, t) and the concentration profile v(x, t) are plotted with respect
to time for x = 0, 0.26, 0.53, 0.8.

be pointed out. To understand why and how this effect occurs, one needs to study the
time evolution of more types of shapes, preferably less regular and non-symmetrical,
but this goes beyond our aim here.
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Fig. 7.13. Total mass in the system for configuration A, when the term −α 1
r(x,t)

, α = 0.1 is

added to the equation of r′(x, t) as given by (2.6).

8. Conclusions. A few conclusions can be drawn for this framework:
If the internal structure of a porous material is fixed with respect to time, then the

effective transport and storage properties of the material can usually be sufficiently
well estimated by empirical measurements. Efficient mathematical averaging method-
ologies are needed to deliver realistic quantitative estimations of the transport and
storage capacity of heterogeneous materials with evolving internal structures (think
of the effect of freezing or thawing ice lenses in cementitious-based materials) - for
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such situations, experimental techniques fail to be applicable.

What concerns the choices of microstructures considered here, we have seen that
both the volumetric porosity and the surface porosity (i.e. the ratio of the area of
the voids in a plane cross section of the porous medium to the total area of the
cross section), are proportional to A(x, t), the effective reaction constant (via Henry-
like exchange) is proportional to L(x, t), and the tortuosity as well as the effective

diffusion coefficient to
(

1 + 1
A(x,t)

∫
Y (x,t)

∂w1

∂y1
dy
)

. For the simplified setting taken to

describe the large radii case, w1 is a cell function which together with the analytic
expressions for A(x, t) and L(x, t), depends on the selected microscopic configuration
(A, B, or some other admissible situation).

We do not have a way to express analytically the effective storage capacity of a
heterogeneous domain (with or without evolving microstructures!). However, for the
particular choices of microstructures chosen here we are able to estimate numerically
an averaged transport flux allowing for local reductions eventually due to clogging or
to a sudden formation of localized high-density zones induced by the microstructure
evolution. Using the evolution equation for the mass of deposited colloids, we can
define and compute numerically local and global capacity storage indicators.

If a more complex shape of locally-periodic microstructure needs to be approx-
imated, then a front-tracking approximation scheme (e.g. using a suitable level-set
equation) will need to substitute our numerical approach. The same holds if Ω is two
or three dimensional. Should a 3D setting be treated, then (2.6) has to be changed
accordingly. We expect that in this case the estimation of the storage capacity is more
difficult to obtain especially if ball-like grains are replaced by other growing shapes.

In spite of the fact the the FBP is well-posed locally in time (cf. Appendix A) and
that we have reasons to expect that the macroscopic model is globally well-posed (e.g.
trusting the approach from [37, 38]), we are unable at this moment to perform the
rigorous homogenization for this setting. The missing ingredient is a lower uniform
in ε estimate of the local existence time of the oscillating FBP. The weak solvability
of the microscopic system can be handled up to the first clogging point. Looking
at the macroscopic equations, if clogging occurs transport (elliptic part) degenerates
simultaneously with other terms in the upscaled equations. A similar situation has
been encountered for clogging pipe-like pores in [43]. In both these scenarios, one
lacks a rigorous upscaling of the degenerate evolution equations.

In this framework, we have discussed only the case when convective flows are ab-
sent. Further investigations are needed to clarify how flows with moderate oscillatory
speeds can be handled in this setting.
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Appendix A. Comments on the local weak solvability of the original
FBP.

We consider the simplified case when the solid phase in Ω consists of a collection
of M ∈ N disjoint balls with centers in x` ∈ Ω (` ∈ {1, . . . ,M}) placed on a regular
δ-grid (see Figure 4.1); the grid’s cells have diameter δ > 0. We look into the case
when 0 < ε � δ and assume that the centers do not move and the ball-shape is
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preserved during the evolution of the free boundary. We fix the notation as follows:

Ωε0(rε(t)) := ∪M`=1εY0(x`, r`(t)) and Γε(rε(t)) := ∪M`=1ε∂Y0(x`, r`(t)).

To simplify the writing, let us refer to Ωε0(rε(t)) and to Γε(rε(t)) simply as Ωε0(t) and
respectively, Γε(t). Consequently, Ωε(t) := Ω−clos(Ωε0(t)), ΩεT := ∪t∈(0,T ) (Ωε0(t)× {t}) ,
and ΩT := Ω× (0, T ) for some T > 0.

Further, let the maximum existence time interval be denoted by

tδε := inf{t : 2εr`(t) = δ, ` ∈ {1, . . . ,M}}.

Note that, by construction, we have tδε > 0. Set uε = (uε1, . . . , u
ε
N ) for the vector

of colloidal populations and rε(t) = (rε1(t), . . . , rεM (t)) for the vector of radii of the
growing balls.

The FBP we are considering is: Find the triple (uε, vε, rε) satisfying the following
evolution system:

∂tu
ε
i = κdi∆u

ε
i +Ri(u

ε) in Ωε0(t), i ∈ {1, . . . , N}, (A.1)

−di∇uεi · nε = ε(aiu
ε
i − βivε) on Γε(t), (A.2)

∂tv
ε = η

(
N∑
i=1

aiu
ε
i − βvε

)
on Γε(t), (A.3)

rε` (t)r
ε
` (t)

′
= α

∫
∂Y0(x`,εr`(t))

∂tv
ε in Ωε0(t), (A.4)

endowed with the following boundary and initial conditions

∇uεi · nε = 0 on ∂ΩT , (A.5)

uεi (0, x) = ui
0(x) in Ωε0(t), i ∈ {1, . . . , N}, (A.6)

vε(0, x) = v0(x) on Γε(t), (A.7)

rε` (0) = r0
` , ` ∈ {1, . . . ,M}. (A.8)

In (A.3), the function η : R→ [0,∞) defined via η(s) = s+ is taken to ensure jointly
with (A.4) that the balls Y0(x`, εr`(t)) can only increase their size in time. The
positivity of ∂tv

ε is an essential aspect; it needs either to be imposed by employing
η, or it must be proven to hold in a certain parameter regime (using sub- and super-
solutions). It is worth mentioning at this point that the rigorous averaging of this
setting is in progress. The main challenge is at least twofold: (i) a suitable scaling
of the balls as well as a proper dependence δ = δ(ε) must be identified such that
eventual boundary layers arising around the growing surfaces affect the averaging in
a controlled way, (ii) the size of the maximum time interval where the local solvability
of the FBP can be ensured is depending in an unsuitable way on the choice of ε.
Especially what concerns (ii), the situation here is totally different compared to the
better understood case of Ostwald ripening.

Here, we only sketch the proof idea for the application of the Banach-fixed-point
theorem to this setting ensuring local-in-time well-posedness of the FBP. We trans-
form the moving domain Ωε0(t) into the fixed domain Ωε0(0) by some diffeomorphism
depending not only on the choice of rε(t) but also on its regularity and uniform
boundedness in suitable norms; see also [3], where the authors have fixed the free
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boundaries in a multiple-connected domain related to Ostwald ripening with kinetic
undercooling. We refer the reader to [32] where a simple connected domain has been
treated.

Take

Φ(·, rε(t)) : Ωε0(0)→ Ωε0(t) given by Ψ(x, t) = Φ(x, rε(t)).

Herewith, the newly transformed functions are ũε(x, t) = uε(Ψ(x, t), t) and ṽε(x, t) =
vε(Ψ(x, t), t). We now make use of the following notation referring to the (active part
of the) structure of our heterogeneous medium in the fixed-domain formulation, viz.
ΩεT (0) := ∪t∈(0,T ) (Ωε0(0)× {t}).

Given sufficiently regular rε and 1
rε , it results that the pair of functions (ũε, ṽε)

must satisfy the parabolic problem

√
det(DΨTDΨ)∂tũ

ε
i − kdidiv

(√
det(DΨTDΨ)(DΨTDΨ)−1∇ũεi

)
= Ri(ũ

ε) +

+
√
det(DΨTDΨ)DΨ−T∇ũεi∂tΨ in ΩεT (0) (A.9)

∇ũεi · n = 0 at ∂ΩεT (0), (A.10)

DΨ−T∇ũεi = ε(aiũ
ε
i − βiṽεi ) at ∂ΩεT (0), (A.11)

√
det(DΨTDΨ)∂tṽ

ε =

N∑
i=1

(aiũ
ε
i − βiṽεi ) +

+
√
det(DΨTDΨ)DΨ−T∇ũεi∂tΨ at ∂ΩεT (0). (A.12)

Reasoning as in Theorem 4.1 in Ref. [3], standard theory of parabolic regularity
ensures that if (ũεi (0), ṽε(0)) ∈ H1(Ωε0(0))N × H1(∂Ωε0(0)), rε ∈ W 1,∞

+ (0, T )M , and
1
rε`
∈ L∞(0, T ) for all ` ∈ {1, . . . ,M} and some T ∈ (0, tδε), then problem (A.9)–(A.12)

admits a unique solution

(ũε, ṽε) ∈
(
L∞(0, T ;L2(Ωε0(0))) ∩ L2(0, T ;H1(Ωε0(0)))

)N ×H1(0, T ;L2(Ωε0(0)).

The calculation details finally ensuring the local-in-time existence of weak solutions
to the FBP are tedious. We only indicate here that the construction of the fixed-point
mapping is as follows: Start off with a suitable rε (i.e. rε(t) > 0 for t ∈ (0, T ) and
rε ∈ W 1,∞

+ (0, T )M ) and solve problem (A.9)–(A.12). Insert the obtained solution in
the equation obtained by fixing the moving boundary in (A.4). Refer to its solution as
sε. Conclude the argument by proving for pairs of weak solutions an estimate of type∫ T

0
|sε1 − sε2|ν ≤ λ

∫ T
0
|rε1 − rε2|ν , where λ ∈ (0, 1) and ν ∈ [2, 4]. Such an estimate is a

typical feature of FBPs for one-dimensional parabolic systems with kinetic conditions
at the free boundary and can be extended to higher dimensions only if the symmetry of
the evolving domains allow reduction to 1D. It shows that an improved integrability of
the free boundary is available and it closes the fixed-point argument. The proof of such
estimate relies on fine energy estimates as well as on trace interpolation inequalities
combined with integral identities specific to the FBP; see, for instance, the proof of
Theorem 3.4 from [28] for handling a specific 1D case and [9] for the 2D case. Using
Stampacchia’s method in our context, suitable restrictions on data and parameters
can be identified so that the obtained weak solutions stay a.e. positive.
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