
European Journal of Operational Research 168 (2006) 86–99

www.elsevier.com/locate/ejor
Stochastics and Statistics

Optimal preventive maintenance of a production system
with an intermediate buffer

E.G. Kyriakidis *, T.D. Dimitrakos

Department of Statistics and Actuarial Science, University of the Aegean, Karlovassi, 83200 Samos, Greece

Received 30 April 2003; accepted 28 January 2004

Available online 25 June 2004
Abstract

In this paper we consider a model consisting of a deteriorating installation that transfers a raw material to a pro-

duction unit and a buffer which has been built between the installation and the production unit. The deterioration proc-

ess of the installation is considered to be nonstationary, i.e. the transition probabilities may depend not only on the

working conditions of the installation but on its age as well. The problem of the optimal preventive maintenance of

the installation is considered. Under a suitable cost structure it is shown that, for fixed age of the installation and fixed

buffer level, the optimal policy is of control-limit type. When the deterioration process is stationary, an efficient Markov

decision algorithm operating on the class of control-limit policies is developed. There is strong numerical evidence that

the algorithm converges to the optimal policy. Two generalizations of this model are also discussed.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

During the last three decades a great number of articles have appeared dealing with Markov decision

models for the optimal maintenance or replacement of an operating device that is subject to a deterioration.

For a survey of the research done on this area and the applicability of the models we refer to the papers by

Valdez-Flores and Feldman [19], Scarf [16] and Wang [22]. In many such models (see e.g. [1–

3,5,6,10,14,17,21]) it can be shown that the optimal policy initiates a maintenance (or a replacement) of

the operating device if the degree of its deterioration is greater than or equal to a critical level. Such a policy
0377-2217/$ - see front matter � 2004 Elsevier B.V. All rights reserved.
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is usually called control-limit policy. Van der Duyn Schouten and Vanneste [20] introduced a finite-state

Markov decision model for the optimal preventive maintenance of an installation in a production line with

an intermediate buffer. Under some suitable conditions they proved that, for each fixed buffer level, the

optimal policy is of control-limit type.

The present paper is mainly concerned with an infinite-state generalisation of Van der Duyn Schouten�s
and Vanneste�s model. In our basic model the deterioration process of the installation is considered non-
stationary, in the sense that the transition probabilities depend not only on the working conditions of

the installation but on its age as well. The concept of nonstationary deterioration was introduced by Benya-

mini and Yechiali [1] to describe more accurately the deterioration process of many real-life systems since in

many cases the characteristics of the system (such as transition probabilities or cost function) change as the

system ages. The state of the system in our model consists of the working condition of the installation, its

age and the buffer level. Furthermore, the cost structure of our model is more general than the one intro-

duced in [20] since it includes operating costs of the installation, maintenance costs of the installation, stor-
age costs and shortage costs while in [20] only shortage costs are considered. It is assumed that the

operating costs of the installation depend on both the working condition and the age of the installation.

The existence of an average-cost optimal policy is proved and then, it is shown that, for fixed age of the

installation and fixed buffer level, the optimal policy is of control-limit type.

Note that a similar model was introduced by Meller and Kim [11], in which it was assumed that the fail-

ure time of the installation is exponentially distributed. The aim of that study was to determine the optimal

buffer inventory level, that triggers preventive maintenance of the installation. A cost model was developed

and the average cost was calculated as a function of the critical buffer level.
The rest of the paper is organised as follows. The description of the model is given in Section 2. In Sec-

tion 3 the existence of an optimal policy is proved and then it is shown that the optimal policy is of control-

limit type. Section 4 deals with the special case of stationary deterioration, in which the transition proba-

bilities depend only on the working conditions of the installation. The structure of the optimal policy is

given and an efficient Markov decision algorithm is developed that generates a sequence of improving con-

trol-limit policies. In Section 5 two generalizations of the model and some numerical results are presented

and in Section 6 the main conclusions of the paper are summarised.
2. The model

We consider an installation (I), which supplies a raw material to a subsequent production unit (P). The

production unit acts as a ‘‘pull’’-system with a constant demand rate equal to d (units/time). A buffer (B)

has been built between the production unit and its input generating installation to cope with unexpected

failures of the installation, which may cause delays in production. It is assumed that the capacity of the

buffer is equal to K units. As long as the buffer capacity is not reached the installation operates at a constant
rate of p units/time (p>d) and the excess output is stored in the buffer. When the buffer is full, the instal-

lation reduces its speed from p to d. The three components of this manufacturing system are depicted in

Fig. 1.

As mentioned in [20] an example of this production system could be an offshore oil exploration platform

which provides the crude oil to onshore refineries. The crude oil is transported by pipelines from the
p dI B P

Fig. 1. The three components of the system.
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platform to storage tanks, from which is further transported to the refinery. In this case the crude oil, the

exploration platform, the refineries and the storage tanks are the raw material, the installation, the produc-

tion unit and the buffer, respectively. Another possible example (see [11]) of the model is automobile general

assembly where the production unit represents the assembly line and the installation represents one of the

many parallel operations that directly supply the line.
We suppose that the installation is inspected at discrete, equidistant time epochs s=0,1, . . . (say every

day) and is classified into one of m+2 working conditions 0,1, . . .,m+1, which describe increasing degrees
of deterioration. State 0 denotes a new installation (or functioning as good as new), whereas state m+1

denotes a failed (inoperative) installation. The intermediate states 1, . . .,m are operative. If at a time epoch
s the state of the installation is i<m+1 and the content of the buffer is x<K then the content of the buffer at

the epoch s+1 will be min(x+p�d,K). This increase of the buffer content will happen even if the state of

the installation at epoch s+1 is m+1. The state of the installation is defined as the pair (i,t), where

i2{0,1, . . .,m+1} is its working condition and t2{0,1, . . .} is its age. The transition probability of moving
from condition i at age t to condition j at age t+1 is pij(t). We assume that the probability of eventually

reaching the condition m+1 from any given condition i is nonzero.

If the installation at a time epoch is found to be at state (m+1,t), then a corrective maintenance is man-

datory. If at a time epoch the installation is found to be at any state (i,t), i 6 m, a preventive maintenance

may be started. Both preventive and corrective maintenance are nonpreemptive, i.e. they cannot be inter-

rupted, and they bring the installation to state (0,0). It is assumed that the preventive and corrective repair

times (expressed in time units) are geometrically distributed with probability of success a and b, i.e. the

probability that they will last t P 1 time units are equal to (1�a)t-1a and (1�b)t� 1b, respectively.
The supply of the raw material to the buffer is interrupted during any maintenance (preventive or cor-

rective) of the installation. If during a maintenance the buffer contains some raw material, the production

unit operates normally pulling the raw material from the buffer at a constant rate of d units/time. If during a

maintenance the buffer is empty, then the operation of the production unit stops.

We suppose that a shortage cost is incurred when a preventive or corrective repair is performed and the

buffer is empty. It is assumed that the unit of cost has been chosen in such a way so that, the shortage cost

rate is equal to the lost demand d for each unit of time during which a repair (preventive or corrective) is

performed.
If at a time epoch the installation is found to be at state (i,t),0 6 i 6 m,t P 0, and no preventive main-

tenance is initiated, an operating cost is incurred until the next time epoch, which is equal to ci(t), if the

buffer is not full, or to ~ciðtÞ, if the buffer is full. When a preventive or a corrective maintenance is performed,
a repair cost is incurred, which is equal for each unit of time to cp(t) or to cf(t), respectively, where t is the

age of the installation. Furthermore, we suppose that the cost of holding a unit of the raw material in the

buffer for one time unit is equal to h>0.

We introduce the state PM to denote the situation that a preventive maintenance is performed on the

installation. Then the state space of the system is the set
S ¼ f0; . . . ;mþ 1; PMg 	 f0; 1; . . .g 	 f0; . . . ;Kg;
where (i,t,x) denotes the state in which i is the working condition of the installation, t is its age and x is the

content of the buffer.

A policy is any rule for choosing actions at each time epoch s=0,1, . . . There are three actions: 0 (do
nothing), 1 (start a preventive maintenance), 2 (start a corrective maintenance). At states

(m+1,t,x),t P 0,0 6 x 6 K, action 2 is mandatory. At states (PM,t,x), t P 0, 0 6 x 6 K, the only possible
action is 0. At states (i,t,x), 0 6 i 6 m, t P 0, 0 6 x 6 K, actions 0 and 1 are possible.

We consider a discrete-time Markov decision process in which we aim to find a stationary policy which

minimises the long-run expected average cost per unit time.
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The following conditions on the cost structure and the transition probabilities are assumed to be valid:

Condition 1. For each t=0,1, . . ., c0(t) 6 c1(t) 6 
 
 
 6 cm(t) and ~c0ðtÞ6~c1ðtÞ6 
 
 
 6~cmðtÞ. That is, for any
given t, as the working condition of the installation deteriorates, the operating cost increases.

Condition 2. For each t=0,1, . . ., ~ciðtÞ6 ciðtÞ, 0 6 i 6 m.

That is, the reduction of the speed from p (units/time) to d (units/time) of the installation, as soon as the

buffer is filled up, causes a reduction of its operating cost.

Condition 3. 0<b<a 6 1. That is, the expected time required for a preventive maintenance is smaller than
the expected time required for a corrective maintenance.

Condition 4. For each t=0,1, . . .,cp(t) 6 cf(t). That is, for any given t, the cost rate of a preventive main-

tenance does not exceed the cost rate of a corrective maintenance.

Condition 5. ci(t) (0 6 i 6 m), ~ciðtÞ (0 6 i 6 m), cp(t), cf(t) are nondecreasing in t. That is, the operating and

maintenance costs of the installation increase as its age increases.

Condition 6. suptP 0cmðtÞ < þ1 and suptP 0cf ðtÞ < þ1. This condition guarantees that the one-step ex-
pected costs of the model are bounded.

Condition 7. (an IFR assumption). For each k=0, 1, . . .,m+1, the function
Dkði; tÞ ¼
Xmþ1
j¼ k

pijðtÞ
is nondecreasing in both i, 0 6 i 6 m and t P 0. This condition implies that Ii(t) 6 st Ii+1(t),0 6 i 6 m,

where Ii(t) is a random variable representing the next working condition of the installation if its present
working condition and age are i and t, respectively.

It may be shown (see [4, pp. 122–123] and [1, p. 58]) that this condition is equivalent to the following one:

Condition 8. For any function h(j,t), 0 6 j 6 m+1, t P 0, which is nondecreasing in both j and t, the func-

tion
Pmþ1

j¼0 pijðtÞhðj; tÞ is also nondecreasing in both i and t.
3. The form of the optimal policy

In this section to simplify the analysis we make the assumption p�d=1 (this assumption can be relaxed
without problem). Let a (0<a<1) be a discount factor. The minimum n-step expected discounted cost

Vn
a(i,t,x), where (i,t,x) is the initial state, can be found for all n=1,2, . . ., recursively, from the following

equations (see e.g. Chapter 1 in Ross [15]):
V a
nði; t; xÞ ¼ min ciðtÞ þ hxþ a

Xmþ1
j¼0

pijðtÞV a
n�1ðj; t þ 1; xþ 1Þ; V a

nðPM ; t; xÞ
( )

;

06 i6m; tP 0; 06 x6K � 1;
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V a
nði; t;KÞ ¼ min ~ciðtÞ þ hK þ a

Xmþ1
j¼0

pijðtÞV a
n�1ðj; t þ 1;KÞ; V a

nðPM ; t;KÞ
( )

; 06 i6m; tP 0;

V a
nðmþ 1; t; xÞ ¼ cf ðtÞ þ hxþ ðd � xÞþ þ abV a

n�1ð0; 0; ðx� dÞþÞ þ að1� bÞV a
n�1ðmþ 1; t þ 1; ðx� dÞþÞ;

tP 0; 06 x6K;

V a
nðPM ; t; xÞ ¼ cpðtÞ þ hxþ ðd � xÞþ þ aaV a

n�1ð0; 0; ðx� dÞþÞ þ að1� aÞV a
n�1ðPM ; t þ 1; ðx� dÞþÞ;

tP 0; 06 x6K;
with initial value
V a
0ði; t; xÞ ¼ 0; ði; t; xÞ 2 S:
Note that (d�x)+=max(d�x,0) and (x�d)+=max(x�d,0) represent the one-period demand lost dur-
ing maintenance and the buffer content after a one-period maintenance, respectively, when the buffer con-

tent equals x at the beginning of that period. The first term in braces in the above equations corresponds to

action 0 (do nothing) and the second term corresponds to action 1 (start a preventive maintenance).

Lemma 1. For each n=0,1, . . . we have that

(i) V a
nði; t; xÞ6 V a

nðiþ 1; t; xÞ; 06 i6m; tP 0; 06 x6K;
(ii) V a
nðPM ; t; xÞ6 V a

nðmþ 1; t; xÞ; tP 0; 06 x6K;
(iii) V a
nði; t; xÞ6 V a

nði; t þ 1; xÞ; 06 i6mþ 1; tP 0; 06 x6K;
V a
nðPM ; t; xÞ6 V a

nðPM ; t þ 1; xÞ; tP 0; 06 x6K:
Proof. The lemma holds for n=0, since V0
a(i,t,x)=0 for all (i,t,x)2S. Assume that it holds for n�1(P 0).

We have to show that it also holds for n. For ease of notation we will delete the discount factor a in the
notation during the proof of the induction step. First we prove part (ii), then part (i) and finally part (iii).

Part (ii): Let
D ¼ V n�1ðmþ 1; t þ 1; ðx� dÞþÞ � V n�1ð0; 0; ðx� dÞþÞ:

Using the expression for Vn(PM,t,x) we have
V nðPM ; t; xÞ ¼ cpðtÞ þ hxþ ðd � xÞþ þ aaV n�1ð0; 0; ðx� dÞþÞ þ að1� aÞV n�1ðPM ; t þ 1; ðx� dÞþÞ
6 cf ðtÞ þ hxþ ðd � xÞþ þ aaV n�1ð0; 0; ðx� dÞþÞ þ að1� aÞV n�1ðmþ 1; t þ 1; ðx� dÞþÞ
¼ cf ðtÞ þ hxþ ðd � xÞþ þ aV n�1ðmþ 1; t þ 1; ðx� dÞþÞ � aaD6 cf ðtÞ þ hxþ ðd � xÞþ

þ aV n�1ðmþ 1; t þ 1; ðx� dÞþÞ � abD ¼ V nðmþ 1; t; xÞ:
The first inequality follows from Condition 4 and part (ii) of the induction hypothesis. The second ine-

quality follows from Condition 3 and from the inequality D P 0 which is a consequence of parts (i) and (iii)

of the induction hypothesis.
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Part (i): We have to show that
V nði; t; xÞ6 V nðiþ 1; t; xÞ; 06 i6m� 1; tP 0; 06 x6K ð1Þ

and
V nðm; t; xÞ6 V nðmþ 1; t; xÞ; tP 0; 06 x6K: ð2Þ

The inequality (2) is easily verified for 0 6 x 6 K�1, using part (ii) above:
V nðm; t; xÞ ¼ min cmðtÞ þ hxþ a
Xmþ1
j¼ 0

pmjðtÞV n�1ðj; t þ 1; xþ 1Þ; V nðPM ; t; xÞ
( )

6 V nðPM ; t; xÞ6 V nðmþ 1; t; xÞ:
Similarly, we obtain the inequality for x=K. For 0 6 x 6 K�1, t P 0 and 0 6 i 6 m�1 we obtain
V nði; t; xÞ ¼ min ciðtÞ þ hxþ a
Xmþ1
j¼ 0

pijðtÞV n�1ðj; t þ 1; xþ 1Þ; V nðPM ; t; xÞ
( )

6 min

(
ciþ1ðtÞ þ hx

þ a
Xmþ1
j¼ 0

piþ1;jðtÞV n�1ðj; t þ 1; xþ 1Þ; V nðPM ; t; xÞ
)

¼ V nðiþ 1; t; xÞ:
The above inequality follows from Condition 1 and the inequality
Xmþ1
j¼ 0

pijðtÞV n�1ðj; t þ 1; xþ 1Þ6
Xmþ1
j¼ 0

piþ1;jðtÞV n�1ðj; t þ 1; xþ 1Þ;
which is implied by parts (i) and (iii) of the induction hypothesis and Condition 8. Hence the inequality (1)

has been proved for 0 6 x 6 K�1. Similarly, we obtain the inequality (1) for x=K.
Part (iii): From the expressions for Vn(m+1,t,x) and Vn(PM,t,x), from Condition 5 and from part (iii) of

the induction hypothesis, it follows that Vn(m+1,t,x) and Vn(PM,t,x) are nondecreasing in t P 0. From

Parts (i) and (iii) of the induction hypothesis and Condition 8 it follows that the expression
Xmþ1
j¼ 0

pijðtÞV n�1ðj; t þ 1; xþ 1Þ
is nondecreasing in t P 0. Hence, from the expression for Vn(i,t,x), the monotonicity of Vn(PM,t,x) in t and

the Condition 5, it follows that Vn(i,t,x), 0 6 i 6 m, 0 6 x 6 K�1, is nondecreasing in t. Similarly, it can be

proved that Vn(i,t,K), 0 6 i 6 m, is nondecreasing in t.

The proof of the lemma is now complete. h

Let V a(s) be the minimum expected total a-discounted cost with initial state s2S. From Proposition 3.1

in [15] it follows that Va(s) is the limit of Vn
a(s) as n ! 1. Hence, from parts (i) and (iii) of Lemma 1 we

obtain the following result:

Lemma 2
V aði; t; xÞ6 V aðiþ 1; t; xÞ; 06 i6m; tP 0; 06 x6K;

V aði; t; xÞ6 V aði; t þ 1; xÞ; 06 i6mþ 1; tP 0; 06 x6K:
Let p* be the stationary policy that minimizes the expected total a-discounted cost for any initial state.
The following lemma guarantees the existence of an average-cost optimal stationary policy (see Theorems

2.1 and 2.2 in [15]).
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Lemma 3. There exists a positive number B such that
jV aði; t; xÞ � V að0; 0; x�Þj6B for all ði; t; xÞ 2 S and

a 2 ð0; 1Þ; where V að0; 0; x�Þ ¼ max
06 x6K

V að0; 0; xÞ:
Proof. Assume that the initial state of the system is (i,t,x)2S. Let Xr, ar, C(Xr, ar), r=0,1, . . . denote the
state of the system at time r, the action chosen at time r and the corresponding cost incurred at time r,

respectively. Let p denote the nonstationary policy that starts a maintenance at the initial state (i,t,x)
and, after the completion of the maintenance, chooses the same actions as the optimal policy p*. Let also
V a

pði; t; xÞ denote the expected total a-discounted cost under the policy p if (i,t,x) is the initial state. Let
N2{1,2, . . .} be the time at which the maintenance is completed. From the definitions of p and N it follows
that:
V aði; t; xÞ6 V a
pði; t; xÞ ¼ Ep

X1
r¼ 0

arCðXr; arÞjX 0 ¼ ði; t; xÞ
" #

¼ Ep

XN�1

r¼ 0
arCðXr; arÞjX 0 ¼ ði; t; xÞ

" #
þ Ep

X1
r¼N

arCðX r; arÞjX 0 ¼ ði; t; xÞ
" #

¼ Ep

XN�1

r¼ 0
arCðXr; arÞjX 0 ¼ ði; t; xÞ

" #
þ
X1
i¼ 1

PðN ¼ iÞaiV að0; 0; ðx� idÞþÞ

6Ep

XN�1

r¼ 0
arCðX r; arÞjX 0 ¼ ði; t; xÞ

" #
þ V að0; 0; x�Þ

6 max d þ hK þ suptP 0cf ðtÞ; sup
tP 0

cmðtÞ þ hK
� �

Ep

XN�1

r¼ 0
arjX 0 ¼ ði; t; xÞ

" #
þ V að0; 0; x�Þ

6 max d þ hK þ sup
tP 0

cf ðtÞ; sup
tP 0

cmðtÞ þ hK
� �

EðNÞ þ V að0; 0; x�Þðsince a 2 ð0; 1ÞÞ

6B1 þ V að0; 0; x�Þ;
where,
B1 ¼ b�1 maxfd þ hK þ sup
tP 0

cf ðtÞ; hK þ suptP 0cmðtÞg:
From parts (i) and (iii) of Lemma 1 it follows that
V aði; t; xÞ � V að0; 0; x�ÞP V að0; 0;~xÞ � V að0; 0; x�Þ; ði; t; xÞ 2 S;
where, V að0; 0;~xÞ ¼ min06 x6KV að0; 0; xÞ.
Hence,
jV aði; t; xÞ � V að0; 0; x�Þj6 maxfB1; V að0; 0; x�Þ � V ð0; 0;~xÞg ¼ B; ði; t; xÞ 2 S: �
Lemma 3 implies (see Theorem 2.2 in Ross [15, p. 95]) that there exist numbers v(s), s2S, and a constant

g such that the following average-cost optimality equations hold:
vði; t; xÞ ¼ min ciðtÞ þ hx� g þ
Xmþ1
j¼ 0

pijðtÞvðj; t þ 1; xþ 1Þ; vðPM ; t; xÞ
( )

; 06 i6m; tP 0;

06 x6K � 1;
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vði; t;KÞ ¼ min ~ciðtÞ þ hK � g þ
Xmþ1
j¼ 0

pijðtÞvðj; t þ 1;KÞ; vðPM ; t;KÞ
( )

; 06 i6m; tP 0;

vðmþ 1; t; xÞ ¼ cf ðtÞ þ hxþ ðd � xÞþ � g þ bvð0; 0; ðx� dÞþÞ þ ð1� bÞvðmþ 1; t þ 1; ðx� dÞþÞ;

tP 0; 06 x6K;

vðPM ; t; xÞ ¼ cpðtÞ þ ðd � xÞþ þ hx� g þ avð0; 0; ðx� dÞþÞ þ ð1� aÞvðPM ; t þ 1; ðx� dÞþÞ;
tP 0; 06 x6K:
The first term in braces in the above equations corresponds to action 0 (do nothing) and the second term to

action 1 (start a preventive maintenance). If for some state (i,t,x) the first term is smaller than the second

term then the optimal action at this state is the action 0. If the first term is greater than the second term then
the optimal action is action 1. If the terms are equal then both actions are optimal. According to Theorem

2.2 in Ross [15] the numbers v(s),s2S, are given by
vðsÞ ¼ lim
n!1

½V anðsÞ � V anð0; 0; x�Þ�
for some sequence anfi1(0<an<1,n2N).
In view of Lemma 2 the above limiting expressions imply the following result:

Corollary 1
vði; t; xÞ6 vðiþ 1; t; xÞ; 06 i6m; tP 0; 06 x6K;

vði; t; xÞ6 vði; t þ 1; xÞ; 06 i6mþ 1; tP 0; 06 x6K:
The proposition below provides a characterization of the structure of the optimal policy.

Proposition 1. For fixed buffer content x,0 6 x 6 K and for fixed age t P 0 of the installation, there exists a

critical working condition i*(= i*(t,x)) such that the optimal policy initiates a preventive maintenance if and

only if the working condition i of the installation is greater than or equal to i*.

Proof. Suppose that the optimal policy prescribes action 1 at state (i,t,x),t P 0, 0 6 x 6 K�1. This implies
that
vðPM ; t; xÞ6 ciðtÞ þ hx� g þ
Xmþ1
j¼ 0

pijðtÞvðj; t þ 1; xþ 1Þ: ð3Þ
To show that the optimal policy prescribes action 1 at state (i+1,t,x) it is enough to verify that
vðPM ; t; xÞ6 ciþ1ðtÞ þ hx� g þ
Xmþ1
j¼ 0

piþ1;jðtÞvðj; t þ 1; xþ 1Þ: ð4Þ
From Conditions 1, 8 and Corollary 1 it follows that the right-hand side of (4) is greater or equal to the

right-hand side of (3). Hence (3) implies (4). The same result is obtained similarly when x=K. h
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4. Stationary deterioration

Consider the problem introduced in Section 2 with the following assumptions:
pijðtÞ ¼ pij; 06 i; j6mþ 1; tP 0;
ciðtÞ ¼ ci; 06 i6m; tP 0;
~ciðtÞ ¼ ~ci; 06 i6m; tP 0;
cpðtÞ ¼ cp; tP 0;
cf ðtÞ ¼ cf ; tP 0:
The state of the installation is now defined as its working condition i2{0,1, . . .,m+1} and does not de-
pend on its age. The state space of the system is the finite set
S ¼ f0; 1; . . . ;mþ 1; PMg 	 f0; 1; . . . ;Kg;
where (i,x) denotes the state in which i is the working condition of the installation and x is the content of the

buffer. The process under any policy is regenerative with regenerative state (0,0). From known results of

Markov decision theory (see e.g. Chapter 3 in [18]) it follows that an optimal stationary policy exists. Prop-

osition 1 of the previous section takes now the following form:
Proposition 2. For fixed buffer content x, 0 6 x 6 K, there exists a critical working condition i*(= i*(x)) such

that the optimal policy initiates a preventive maintenance if and only if the working condition i of the

installation is greater than or equal to i*.

Remark 1. Note that if cp=cf=h=0, ci ¼ ~ci ¼ 0 (0 6 i 6 m), pm,m+1=1, pi,i+1= ri, pi,m+1=1� ri

(0 6 i 6 m�1), where {ri} (0 6 i6m) is nondecreasing in i then the above model coincides with the one

introduced by Van der Duyn Schouten and Vanneste [20]. In this case the average cost under any policy
represents the average lost demand of the production unit per unit time. Proposition 2 extends a similar

result obtained in [20].

Remark 2. Extensive numerical results provide strong evidence that the critical level i*(x) is nonincreasing

in x. However, an analytical proof of this conjecture seems difficult.

The optimal policy can be computed by implementing any standard algorithm (policy iteration, value

iteration, linear programming). However it is possible to develop a computationally tractable algorithm

which generates a sequence of improving control-limit policies (i.e. policies that, for each buffer level x, ini-

tiate the preventive maintenance if and only if the working condition of the installation is greater than or

equal to some critical level i(x)). There is strong numerical evidence that the final policy obtained by the

algorithm is the optimal one. The design of the algorithm is based on the embedding technique of Tijms

(see [18, p. 234]). Similar algorithms have been developed in queueing, inventory, maintenance and pest
control models (see [18, pp. 234–248], Nobel and Tijms [12,13], Kyriakidis [7–9]). The description of the

algorithm is given below.
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4.1. A special-purpose policy iteration algorithm

Consider a particular control-limit policy R characterized by the critical numbers i(x), 0 6 x 6 K, and let

w(s), s2S, be the associated relative values (see Tijms [18, p. 188]). We choose
wð0; 0Þ ¼ 0: ð5Þ

Note that the set of states E ¼

SK
x¼0fði; xÞ : 06 i6 iðxÞg can be reached from every initial state s2S if the

policy R is employed. The embedding technique can be applied if we take the set E as the embedded set of

states. According to relation (3.6.1) in Tijms [18, p. 235] the relative values w(s),s2S, satisfy the following

system of linear equations:
wðsÞ ¼ CE
s � gðRÞT E

s þ
X
‘2E

pEs‘wð‘Þ; s 2 S; ð6Þ
where g(R) is the average cost under the policy R, ps‘
E is the probability that the first entry state in the set E

equals ‘ given that the policy R is used and the initial state is s and, Ts
E and Cs

E are the expected time and

cost, respectively. It is assumed that, for the initial state s2E, the first entry state in the set E is the state at

the next return to the set E.
The quantities Ts

E, Cs
E and ps‘

E, s2S, ‘2E can be easily computed by taking into account the structure

of the model under the policy R and by using simple conditional arguments. For example,
T E
ði;xÞ ¼ 1þ a�1

Xm
j¼ iðxþ1Þþ1

pij þ b�1pi;mþ1; 06 i < iðxÞ; 06 x6K � 1;

CE
ði;xÞ ¼ a�1fcp þ ð1� aÞ½x=d�ðd � axþ ad½x=d�Þg þ h

2
ð1� aÞ½x=d� 1þ x

d

h i� 
2x� d x

d

h i� 

þ ha
2

X½x=d�
t¼ 1

ð1� aÞt�1ð2tx� dt2 þ dtÞ; iðxÞ6 i6m; 06 x6K:

pEði;KÞðj;KÞ ¼ pij; 06 i < iðKÞ; 06 j6 iðKÞ;

pEði;xÞð0;0Þ ¼ ð1� aÞ½ðxþ1Þ=d�
Xm

j¼ iðxþ1Þþ1
pij þ pi;mþ1ð1� bÞ½ðxþ1Þ=d�; 06 i < iðxÞ; 06 x6K � 1;
where [x/d] and [(x+1)/d] denote the integer parts of x/d and (x+1)/d, respectively.

The relative values w(s), s2E, and the average cost g(R) can be found by solving the system of linear

equations:
wðsÞ ¼ CE
s � gðRÞT E

s þ
X
‘2E

pEs‘wð‘Þ; s 2 E ð7Þ
together with the normalization condition (5).

We consider now the so-called policy improvement quantity QR(s;a) associated with the policy R defined

by
QRðs; aÞ ¼ Cðs; aÞ � gðRÞT ðs; aÞ þ
X
‘2S

ps‘ðaÞwð‘Þ; s 2 f0; . . . ;mg 	 f0; . . . ;Kg; a 2 f0; 1g; ð8Þ
where ps‘(a) is the probability that the next state of the process will be ‘, given that the present state is s and

the action a is chosen, and T(s,a) and C(s,a) are the corresponding one-step expected time and cost, respec-
tively.
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Suppose that for some x (0 6 x 6 K) there exists an integer ~iðxÞ such that 06~iðxÞ < iðxÞ and
QR((i,x);1)<w(i,x), ~iðxÞ6 i < iðxÞ. Then, according to Theorem 3.2.1 in Tijms [18, p. 192], the control-limit
policy that is characterized by the critical numbers i(0), . . ., i(x�1), ~iðxÞ, i(x+1), . . ., i(K) achieves smaller
average cost than g(R).

Similarly, if for some x(0 6 x 6 K) there exists an integer ~iðxÞ such that iðxÞ < ~iðxÞ6mþ 1 and
QR((i,x);0)<w(i,x), iðxÞ6 i < ~iðxÞ, then, according to Theorem 3.2.1 in [18], the control-limit policy that
is characterized by the critical numbers i(0), . . ., i(x�1),~i(x),i(x+1), . . ., i(K) achieves smaller average cost
than g(R).

The above remarks lead us to design the following algorithm which generates a sequence of strictly

improving control-limit policies. The corresponding Matlab program can be found in Web site http://

www.actuar.aegean.gr/english/Department/Algorithm.html.

Special-purpose algorithm:

Step 1: (initialization). Choose an initial control-limit policy R characterized by the critical numbers i(x),

0 6 x 6 K.

Step 2: (value-determination step). For the current control-limit policy R compute the average cost g(R)

and the associated relative values w(s), s2E, by solving the system of linear equations (5), (7).

Step 3: (policy improvement step). For each x, 0 6 x 6 K

(a) Find, if it exists, the smallest integer ~iðxÞ such that 06~iðxÞ < iðxÞ and QR((i,x);1)<w(i,x),
~iðxÞ6 i < iðxÞ. Otherwise

(b) Find, if it exists, the largest integer ~iðxÞ such that iðxÞ < ~iðxÞ6mþ 1 and QR((i,x);0)<w(i,x),
iðxÞ6 i < ~iðxÞ.

The quantities QR((i,x);1) and QR((i,x);0) are given by (8), where, if it is necessary, w(s),s2S�E,

can be computed from (6).

Replace i(x) by ~iðxÞ for those x, 0 6 x 6 K, for which it is possible to find an integer ~iðxÞ and go to
Step 2.

Step 4: (convergence test). If it is not possible to find any ~iðxÞ, 0 6 x 6 K, the algorithm is stopped. The
final policy is R with average cost g(R).

The algorithm generates a sequence of strictly improving control-limit policies and stops after a finite

number of iterations since the set of control-limit policies is finite. There is strong numerical evidence that

the final policy obtained by the algorithm is the optimal one. A proof of this conjecture seems to be difficult.
The computational time required by the algorithm is considerably smaller than the computational time re-

quired by the standard policy-iteration algorithm. This is due to the fact that the number of the unknowns

in the value determination step of our algorithm is equal to the number of the elements of the embedded set

of states E while the number of the unknowns in the value determination step of the standard policy iter-

ation algorithm is equal to the number of the elements of the entire state space S. Note also, from a great

number of examples that we have tested, that there is strong evidence that the number of iterations of the

special-purpose policy iteration algorithm is not especially influenced by the initial control-limit policy.

As an illustration we consider the following example.

Example 1. Suppose that m=50, K=10, a=0.9, b=0.2, p=9, d=8, cp=0.4, cf=0.8, h=0.5, ci=0.1(i+1),
~ci ¼ 0:05ðiþ 1Þ, 0 6 i 6 m. We assume that the nonzero transition probabilities pij, 0 6 i, j 6 m+1 are

given by
pij ¼
1

mþ 2� i
; i6 j6mþ 1:

http://www.actuar.aegean.gr/english/Department/Algorithm.html
http://www.actuar.aegean.gr/english/Department/Algorithm.html


Table 1

The successive control-limit policies generated by the algorithm

The critical values i(x), 0 6 x 6 10 of the policies Average cost

i(0)= 
 
 
= i(10)=50 6.416

i(0)=13, i(1)= 
 
 
= i(10)=0 4.392

i(0)=37, i(1)=34, i(2)=30, i(3)=27, i(4)=23, 3.872

i(5)=18, i(6)=14, i(7)=9, i(8)= i(9)= i(10)=0

i(0)=33, i(1)=29, i(2)=26, i(3)=22, i(4)=17, i(5)=13, 3.855

i(6)=9, i(7)=4, i(8)= i(9)= i(10)=0
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This means that if the present state of the installation is i, then the next state is uniformly distributed in

the set {i,i+1, . . .,m+1}. These probabilities satisfy Condition 7 since, for each k=0, . . .,m+1, the quantity
Xmþ1
j¼ k

pij ¼
mþ 2� k
mþ 2� i
is increasing in i, 0 6 i 6 50. As initial control-limit policy we choose the policy that is characterized by the

critical numbers i(x)=50, 0 6 x 6 10. In Table 1 we present the successive control-limit policies generated

by the algorithm and their average costs.

Note that in this example when the buffer content is quite high (between 8 and 10) the optimal policy

initiates a preventive maintenance of the installation even if its working condition is 0. This is intuitively

reasonable since the transition probabilities to states with high operating costs are not negligible in this

example.
5. Generalizations

In this section we consider two generalizations of the Markov decision model of the previous section.

(i) Suppose that, if the installation at a time epoch is found to be at working condition i 6 m and a pre-

ventive maintenance is initiated, then the preventive repair time is geometrically distributed with probabil-

ity of success ai. It is assumed that a0 P a1 P 
 
 
 P am P b. This means that, as the working condition of

the installation deteriorates, the expected value of the preventive repair time increases.
Extensive numerical results provide strong evidence that the optimal policy, for fixed buffer content x,

initiates the preventive maintenance of the installation if and only if its working condition is greater than

or equal to a critical value i*(x). An analytical proof seems to be difficult. As an illustration we consider the

following example.

Example 2. Suppose that m=10, K=5 and the nonzero transition probabilities pij, 0 6 i,j 6 11, are given

by
pij ¼
1

12� i
; i6 j6 11:
Let ci=0.1(i+1), ~ci ¼ 0:05ðiþ 1Þ, 0 6 i 6 10, ai=10(10+i)�1, 0 6 i 6 10, b=0.1, cp=0.4, cf=0.8, d=2,

p=3, h=0.2. The optimal policy is characterized by the critical numbers:
i�ð0Þ ¼ 6; i�ð1Þ ¼ 5; i�ð2Þ ¼ 2; i�ð3Þ ¼ i�ð4Þ ¼ i�ð5Þ ¼ 0:
Its average cost is 1.51.
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(ii) Suppose that, if the installation at a time epoch is found to be at working condition i 6 m, there is a

possibility to initiate a preventive maintenance that will restore the installation to any better state j, where

j2{0,1, . . ., i�1}. The notion of partial maintenance was used in [1,5]. It is assumed that the time of such a
partial maintenance is geometrically distributed with probability of success ai� j. If the installation is found

to be at state m+1, a corrective maintenance is mandatory, which restores the installation to state 0 after a
geometrically distributed time with expected value b�1. Suppose that a0 P a1 P 
 
 
 P am P b.

Extensive numerical results provide strong evidence that for this model the optimal policy, for fixed buf-

fer content x, initiates a preventive maintenance if and only if the working condition of the installation is

greater than or equal to a critical value i*(x). An analytical proof seems difficult. As an illustration we con-

sider the following example.

Example 3. Suppose that the state space is S={0,1,2,3,4} ·{0,1,2,3}.

The matrix P with the underlying transition probabilities pij for 0 6 i,j 6 4, is given below:
P ¼

0:1 0:7 0:1 0:05 0:05

0 0:8 0:1 0:05 0:05

0 0 0:5 0:25 0:25

0 0 0 0:5 0:5

0 0 0 0 1

0
BBBBBB@

1
CCCCCCA
:

Let ci=0.1(i+1), ~ci=0.05(i+1), 0 6 i 6 3, ai=(3+i)�1, 0 6 i 6 3, b=0.15, cp=0.3, cf=0.6, h=0.4, d=1,

p=2. The optimal policy is characterized by the critical numbers:
i�ð0Þ ¼ 2; i�ð1Þ ¼ 2; i�ð2Þ ¼ i�ð3Þ ¼ 0:
Its average cost is 0.72.
6. Conclusions

In this paper we introduced a Markov decision model for the optimal preventive maintenance of an

installation that supplies a raw material to a production unit. A buffer has been built between the installa-

tion and the production unit to cope with unexpected failures of the installation, which may cause interrup-

tions of the production process. Using suitable techniques from Markov decision theory, we have shown

that, for fixed age of the installation and fixed buffer level, the policy that minimizes the expected long-

run average cost per unit time is of control-limit type. In the case of stationary deterioration an efficient

special-purpose policy iteration algorithm that generates a sequence of stricly improving control-limit pol-
icies was developed. Extensive numerical results provide strong evidence that the algorithm converges to the

optimal policy.

It would be interesting to examine whether these results are valid in the case in which the preventive and

corrective repair times are not geometrically distributed. If these times follow the exponential (or the Er-

lang) distribution and the expected value of a preventive maintenance does not exceed the expected value

of a corrective maintenance it seems again intuitively reasonable that the optimal policy is of control-limit

type. However it seems difficult to prove this assertion. When the deterioration process is stationary, a com-

putational approach is possible if we construct a suitable semi-Markov decision model. The results will be
presented in a subsequent paper.

In the present paper we assumed that the production unit runs without risk provided that it pulls the raw

material from the buffer at a constant rate of d units/time. The construction of a more general model in

which the production unit could fail might be a subject of further research.
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